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PREFACE

MANUAL OBJECTIVES AND READER ASSUMPTIONS

The Scilentific Subroutines Programmer's Reference Manual describes the

Scientific Subroutines Package (SSP), a set of over 100 mathematical
and statistical subroutines.

To use this manual, you should be a programmer familiar with the

FORTRAN IV or FORTRAN 77 programming language and with either the

RT-11 operating system (Single Job (SJ) or Foreground/Background (F/B)
monitor) or with the RSX-11M or RSX-11M-PLUS operating systems.

You should also be familiar with a scientific laboratory, should

understand the capabilities and operation of all instruments in your

system, and should have access to instrument manufacturers'
documentation.

MANUAL STRUCTURE

The Scientific Subroutines Programmer's Reference Manual contains
three chapters and three appendixes.

Chapter 1 introduces the Scientific Subroutines software.

Chapter 2 describes the statistical subroutines.
Chapter 3 describes the mathematical subroutines.

Appendix A explains how to install, verify, and use the Scientific

Subroutines with your own FORTRAN IV programs under the RT-11 SJ or
F/B operating system.

Appendix B explains how to install, verify, and use the Scientific

Subroutines with your own FORTRAN IV or FORTRAN 77 programs under the
RS5X-11M or RSX-11M-PLUS operating systems.

Appendix C provides an alphabetical list of the Scientific
Subroutines.

vil



RELATED DOCUMENTS

The following documents provide more information about the RT-11,
RSX-11M, or RSX-11lM-PLUS operating systems and the FORTRAN IV and

FORTRAN 77 programming languages.

Reference

PDP-11 FORTRAN 77 User's Guide

IAS/RSX-11 FORTRAN IV User's Guide

PDP-11 FORTRAN Langquage Reference
Manual

RSX-11M/M-PLUS Guide to Program
Development

RSX-11M/M-PLUS MCR Operations Manual

RSX-11M/M-PLUS Task Builder Manual

RSX-11 Uti1lities Manual

Introduction to RT-11
RT-11 Programmer's Reference Manual

RT-11/RSTS/E FORTRAN IV User's Guide

RT-11 Software Support Manual

RT-11 System User's Guide

RT-11 System Message Manual

Order Number

AA-1884D-TC
AA-1936E-TC

AA-1855D-TC

AA-H264A-TC

AA-H263A-TC
AA-H266A-TC
AA-H268A-TC
AA-5281B-TC
AA-H378A-TC
AA-5749B-TC
AA-H379A-TC
AA-5279B-TC

AA-5284C-TC

Bibliographies of non-DIGITAL technical publications appear at the end
of Chapters 2 and 3. Many subroutine descriptions in Chapters 2 and 3

contain brief references to authors and publications in these
bibliographies. For complete information about publication
referenced 1n a subroutine description, consult the bibliography at
the end of the chapter where the reference appears.
DOCUMENTATION CONVENTIONS
The following conventions apply to this manual:

¢ In programming examples, all information the computer ©prints

appears 1n black. All commands and responses you type appear

in red.

® means you must press the RETURN key on your terminal.

@ You produce certaln characters by typing a combination of keys

together. For example, hold down the CTRL key and type the

letter C to produce the CTRL C character. Combinations such
as this are documented as (rwo),

viilil



Many commands in this manual contain the expression dvn:.
When you execute the commands, specify a device and unit

number 1n place of dvn:. If you do not include a unit number,
the system uses unit 0 as a default.

In examples of commands or file names, capilital letters
represent actual commands, file names or file types. You must

type these exactly as they appear. Lower case letters mean
that you must supply a name.

Brackets represent optional elements in a command. When vyou
use an option, do not type the brackets in the command line

NOTE

Under RSX-11M/RSX-11M-PLUS, brackets are also a part
of the User File Directory (UFD) portion of file
specifications, that 1is, [group,member]. When vyou

type this portion of a file specification, brackets

are required syntax elements. You must type the
brackets in the command 1line.

1X






CHAPTER 1

INTRODUCTION

The Scientific Subroutines Programmer's Reference Manual

the Scientific Subroutines Package (SSP), a set of
mathematical and statistical subroutines.

accompanies
over 100

This manual describes the subroutines and explains how to wuse them
with your FORTRAN programs. The manual contains three chapters and
three appendixes. This first chapter is an introduction to the
package. It provides an overview of the subroutines and of the

manual. Chapters 2 and 3 descriptions of Scientific
Subroutines. Each description defines all arquments and outlines the
method the subroutine uses to perform its function. Descriptions of

the more complex subroutines 1n Chapters 2 and 3 include
bibliographical references. The bibliographies are at of

Each description also names any test program that
subroutine. The test program is named as follows:

calls the

(Test: prog.ext)

where: prog is the name of the test program.

.ext 1s the file extension.

-ext=,FOR for the RT-11 operating systenm.

.eXt=.FTN for the RSX-11lM operating systenm.

Appendixes A and B explain how to install, verify, and use the
Scientific Subroutines under the RT-11 and RSX-11M/M-PLUS operating

systems respectively. Appendix C 1lists the Scientific Subroutines
alphabetically.

1.1

THE SCIENTIFIC SUBROUTINES PACKAGE

The Scientific Subroutines Package consists of over 100 subroutines
that you can call from any FORTRAN IV program running under the RT-11

operating system and from any FORTRAN IV or FORTRAN 77 program running
under the RSX-11M/M-PLUS operating systems.
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INTRODUCTION

NOTE

FORTRAN 77 V4.0 is the next version of
FORTRAN IV-PLUS V3.0. FORTRAN 77 1is so
named because it adheres to the 1977
ANSI subset standard for FORTRAN
programming languages. Because FORTRAN
77 1s compatible with FORTRAN IV-PLUS

V3.0, your FORTRAN IV-PLUS V3.0 programs
can run under FORTRAN 77.

Each subroutine in the package performs a different statistical or
mathematical operation commonly required in scientific programming.

Many of the larger statistical subroutines, however, are programmed as

Collections of smaller routines to let you use them more easily 1in
large, overlaid programs.

None of the subroutines needs input/output operations. All of the
subroutines use single-precision values.

Many of the subroutines, however, can use double-precision values in
calculations (at a 1loss of speed and an increase in memory). The
individual subroutine source file contains the instructions for making

the necessary modifications to convert from single-precision to
double-precision calculations.

l1.1.1 Subroutine Arrays

To save as much memory space as possible, the subroutines use only
dimension statements to access an array. They do not use them as an

upper limitation on array size. The subroutines always treat arrays
as vectors and calculate subscripts when required.

Three types of arrays are used in scientific programming. They are,
1n decreasing order of occurrence:

l. General matrices including vectors (storage mode 0).
2. Symmetric matrices (storage mode 1).

3. Diagonal matrices (storage mode 2).

Symmetric and diagonal matrices require 1less memory than general
matrices. Where a general matrix of the order N by N requires N*N

storage locations, a symmetric matrix of the same order uses N* (N+1) /2
locations, and a diagonal matrix requires only N locations.

The subroutine LOC calculates most of the matrix references in the
Scientific Subroutines. LOC determines the relative position of any
element 1in a vector array. LOC is supplied as a FORTRAN subroutine.

To 1increase execution speed, you could write an assembly-language
version of LOC.

1-2



INTRODUCTION

1.1.2 The Scientific Subroutines Package Distribution Kit

The distribution kit for the Scientific Subroutines Package consists
of up to two mass-storage volumes containing the Scientific

Subroutines Package, this manual, a software product description
(SPD), and other forms.

The distribution volume contains the following kinds of files:

1. The Scientific Subroutines files. These are FORTRAN source
files.

2. Test program files. These are also FORTRAN source files.

Each contains a FORTRAN program that calls one or more of the
Scientific Subroutines.

3. Test program data files. These are required by some of the
test programs.

4. Indirect-command files. These files compile the test
programs then link or task-build them and run themnm.

For a complete table of files in the SSP distribution kit, see Section

A.3.1 if you are wusing RT-11, or Section B.3.1 if you are using
RSX-11M/M-PLUS.
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CHAPTER 2

STATISTICAL SUBROUTINES

2.1 DATA SCREENING SUBROUTINES

The following sections describe the data screening subroutines.

2.1.1

ABSNT Subroutine

ABSNT tests for missing (or zero) values for each observation 1in
general matrix A (Test: STAT.ext).

d

Usage: CALL ABSNT (A,S,NO,NV)

Parameter Description
A Observation matrix, NO by NV.
S Output vector of length NO indicating the following

codes for each observation:

1 There is no missing or zero value.
0 At least one value is missing or zero.

NO Number of observations. NO must be greater than or
equal to 1.

NV Number of variables for each observation. NV must be
greater than or equal to 1.

Method:

ABSNT tests each row (observation) of the matrix A. If it does not

find a missing or zero value, it places a one in S(J). If it does
find at least one missing or zero value, it places a zero in S(J).

2.1.2 BOUND Subroutine

BOUND selects from a set (or a subset) of observations, the number of

observations under, between, and over two given bounds for each
varliable (Test: STAT.ext).

2-1



STATISTICAL SUBROUTINES

Usage: CALL BOUND (A,S,BLO,BHI,UNDER,BETW,OVER,NO,NV, IER)

Parameter Description

A Observation matrix, NO by NV.

S Vector 1ndicating subset of A. Only those observations
with a nonzero S(J) are considered. The vector length
1s NO.

BLO Input vector of lower bounds on all variables. The
vector length is NV,

BHI Input vector of upper bounds on all variables. The
vector length 1s NV.

UNDER Output vector 1indicating, for each variable, the number
of observations under lower bounds. The vector length
1s NV,

Output vector 1indicating, for each variable, the number

of observations equal to or between the lower and upper
bounds. Vector length is NV.

OVER Output vector 1ndicating, for each variable, the number
of observations over upper bounds. Vector length is
NV.

NO Number of observations.

NV Number of variables for each observation.

IER Resultant error code:

0 No error.

l S 1s null. VMIN=1.E37, SD=AVER=0.

2 S has only one nonzero element.
VMIN=VMAX, SD=0.0.

Method:

BOUND tests each row (observation) of matrix A with a corresponding

nonzero element 1n the vector S. It compares observations with

specified lower and upper variable bounds and keeps a count in vectors
UNDER, BETW, and OVER.

2.1.3 SUBMX Subroutine

SUBMX builds a subset matrix. Based on vector S derived from
subroutine SUBST or ABSNT, SUBMX copies from a larger matrix of

Observation data a subset matrix of those observations which have

satisfied a certain condition. This subroutine is normally used

before the statistical analyses (multiple regression or factor
analysis) (Test: STAT.ext).

Usage: CALL SUBMX (A,D,S,NO,NV,N)

Parameter Description
A Input matrix of observations, NO by NV,
D Output matrix of observations N by NV,

2-2



STATISTICAL SUBROUTINES

Parameter Description

S Input vector of length NO containing the codes derived
from subroutine SUBST or ABSNT.

NO Number of observations. NO must be greater than or
equal to 1.

NV Number of variables.

N Output variable containing the number of nonzero codes

1n vector S.

Remarks:

SUBMX determines whether S(I) contains a nonzero code. It 1t does,
) from the input matrix to the output

2.1.4

SUBST Subroutine

SUBST derives a subset vector indicating which observations in a set
have satisfied certain conditions on the variables (Test: DASCR.ext).

Usage: CALL SUBST (A,C,R,B,S,NO,NV,NC)

Parameter Description
A Observation matrix, NO by NV.
C Input matrix, 3 by NC, of conditions to be considered.

The first element of each column of C represents the
number of the variable (column of the matrix A) to be

tested. The second element of each column is one of
the following relational codes:

Code Element

For LT (less than)

For LE (less than or equal to)
For EQ (equal to)

For NE (not equal to)

For GE (greater than or equal to)
. For GT (greater than)

NN WN

The third element of each column is a quantity to Dbe

used for comparison with the observation values. For
example, the following in column C:

2.
5.
92.5

causes the second variable to be tested
than or equal to 92.5.

for gqgreater
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STATISTICAL SUBROUTINES

Parameter Description
R Working vector used to store intermediate results of

above tests on a single observation. If condition is
satisfied, R(I) is set to 1. If it is not, R(I) 1s set
to 0. Vector length is NC.

B Name of subroutine you must supply. The subroutine
must be defined by an external statement in the calling
program. It consists of a Boolean expression 1linking

the 1ntermediate wvalues stored 1in vector R. The
Boolean operators are * for AND and + for OR. For
example:

SUBROUTINE BOOL (R,T)
DIMENSION R(3)

T=R(1)*(R(2)+R(3))
RETURN
END

The above expression 1S tested for:
R(l) .AND. (R(2) .OR.R(3))

S Output vector 1ndicating, for each observation, whether
or not proposition B 1s satisfied. If it is, S(I) is
zero. The vector length is NO.

Number of observations. NO must be greater than or
equal to 1.

NV Number of variables. NV must be greater than or equal
to 1.
NC Number of basic conditions to be satisfied. NC must be

greater than or equal to 1.

Subroutines and Function Subprograms Required:

B - The name of the subroutine you must supply can be different, (for
example BOOL) but the subroutine SUBST always calls it as B. For

subroutine SUBST to do this, vyou must define the name of the

subroutine Dby an external statement in the calling program. You must
also list the name in the CALL SUBST statement. (See Usage above.)

Method:

SUBST performs the following for each observation:

1. SUBST analyzes the <condition matrix to determine which
varlables are to be examined.

2. SUBST forms immediate vector R.

3. SUBST evaluates the Boolean expression (in subroutine B) to

derive the element 1in subset vector S corresponding to the
observation.



STATISTICAL SUBROUTINES

2.1.5 TABl Subroutine

TABl tabulates for one variable in an observation matrix (or a matrix

subset) the frequency and percent over given class intervals. In
addition, TABl calculates for the same variable the total, mean,

standard deviation, minimum, and maximum (Test: DASCR.ext) .

Usage: CALL TABl(A,S,NOVAR,UBO,FREQ,PCT,STATS,NO,NV)

Parameter Descrigtion
A

Observation matrix, NO by NV.

S Input vector giving subset of A. Only those

observations with a corresponding nonzero §S(J) are
considered. Vector length is NO.

NOVAR The variable to be tabulated.

UBO Input vector giving lower limit, number of intervals,

and upper limit of variable to be tabulated in UBO(1),
UBO(2), and UBO(3) respectively. If lower 1limit 1is
equal to upper limit, the program uses the minimum and
maximum values of the variable. Number of lntervals,

two cells for values under and
above limits. Vector length is 3.

FREQ Output vector of frequencies. Vector length 1s UBO(2).

PCT Output vector of relative frequencies. Vector 1length
1s UBO(2).

STATS Output vector of summary statistics, that 1is, total,

mean, standard deviation, minimum and maximum. Vector
length 1s 5. If S is null, the total, average, and

standard deviation equal 0, minimum equals -1.E75, and
maximum equals 1.E75.

NO Number of observations. NO must be greater than or
equal to 1.

NV Number of variables for each observation. NV must be
greater than or equal to 1.

Method:

TABl calculates the interval size from the given 1information or
optionally, from the minimum and maximum values for variable NOVAR.
TABl then calculates the frequencies, percent frequencies, and summary

statistics. The divisor for standard deviation is one less than the
number of observations used.

2.1.6 TAB2 Subroutine

d

TAB2 performs 2-way classification for two variables in an

observation matrix (or a matrix subset) of the frequency, percent

frequency, and other statistics over given class intervals
(Test: STAT.ext).
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Usage: CALL TAB2(A,S,NOV,UBO,FREQ,PCT,STAT1,STAT2,NO,NV)

Parameter Description

A Observation matrix, NO by NV.

S Input vector giving subset of A. Only those

observations with a corresponding nonzero S(J) are
considered. Vector length is NO.

NOV Variables to be cross-tabulated. NOV(l) 1s wvariable 1,

NOV(2) 1s variable 2. Vector length is 2. NOV must be

greater than or equal to 1 and less than or equal to
NV.

UBO 3 by 2 matrix giving lower limit, number of intervals,
and upper 1limit of both wvariables to be tabulated
(first column for wvariable 1, second column for
variable 2). If 1lower limit is equal to upper limit
for variable 1, the program uses the minimum and

maximum values on each variable. Number of intervals
must i1nclude two cells for under and above limits.

FREQ Output matrix of frequencies 1n the 2-way
classification. Order of matrix is INT1 by INT2, where
INTl 1s the number of intervals of variable 1 and INT2

1S the number of 1intervals of variable 2. INT1 and

INTZ2 must be specified in the second position of
respective column of UBO matrix.

PCT Output matrix of percent frequencies, same order as
FREQ.
STATI Output matrix summarizing totals, means, and standard

deviations for each class 1interval of variable 1.
Order of matrix is 3 by INTl.

STAT 2 Same as STAT]1 but over variable 2. Order of matrix is
3 by INT2.
NO Number of observations. NO must be greater than or

equal to 1.
NV

Number of variables for each observation. NV must be
greater than or equal to 1.

Remarks:

If S 1s null, the output areas are set to zero.

Method:

TABZ2 calculates interval sizes for both variables from the given

information or, optionally, from the minimum and maximum values. TAB?
also develops the frequency and percent frequency matrices. Then, it

calculates matrices STAT1 and STAT2 summarizing totals, means, and
standard deviations.

The divisor for standard deviation is one 1less than the number of
observations used in each class interval.
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2.1.7 TALLY Subroutine

TALLY calculates the total, the mean, the standard deviation, the

minimum, and the maximum for each variable in a set (or a subset) of
observations (Test: STAT.ext).

Usage: CALL TALLY (A,S,TOTAL,AVER,SD,VMIN,VMAX,NO,NV, IER)

Parameter Description
A Observation matrix, NO by NV.
S Input vector 1indicating subset of A. Only those

observations with a nonzero S(J) are considered.
Vector length 1s NO.

TOTAL Output vector of totals of each variable. Vector
length 1s NV.

AVER Output vector of means of each variable. Vector length
1s NV.
SD Output vector of standard deviations of each variable.
Vector length 1s NV.
VMIN Output vector of minima of each variable. Vector
length 1s NV,
VMAX Output vector of maxima of each variable. Vector
length 1is NV,
NO Number of observations.
NV Number of variables for each observation.
Resultant error code:
0 No error.
1 S 1is null. VMIN=1.E37, SD=AVER=0.
2 S has only one nonzero element.

VMIN=VMAX, SD=0.0.
Method:

TALLY analyzes all observations corresponding to a nonzero element 1in
vector S for each variable in matrix A. Then, it accumulates totals

and finds minimum and maximum values. Following this, TALLY
calculates mean and standard deviations.

The divisor for standard deviation is one less than the number of
observations used.

2.2 ELEMENTARY STATISTICS SUBROUTINES

The sections
subroutines.

that follow describe the

elementary statistics
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2.2.1 MOMEN Subroutine

MOMEN finds the first four moments for grouped data on equal <class
intervals (Test: NPAR2.ext).

Usage: CALL MOMEN (F,UBO,NOP, ANS)

Parameter Description

F Grouped data (frequencies). Given as a vector of
length (UBO(3)-UBO(1))/UBO(2).

UBO Three-cell vector, UBO(l) is a lower bound and UBO(3)
1s an upper bound on data. UBO(2) is a class interval.
Note that UBO(3) must be greater than UBO(1l).

Option parameter. If NOP=1, ANS(l)=mean. If NOP=2,

ANS (2)=second moment. If NOP=3, ANS(3)=third moment.

If NOP=4, ANS(4)=fourth moment. If NOP=5, all four
moments are filled in.

ANS Output vector of length 4 into which moments are put.

Remarks:

The first moment 1s not central but the value of the mean itself. The

mean 1s always calculated. Moments are biased and not corrected for
groupiling.

Method:

Refer to Kendall 1977.

2.2.2 TTSTT Subroutine

TTSTT finds certain T-statistics on the means of populations
(Test: STAT.ext).

Usage: CALL TTSTT (A,NA,B,NB,NOP,NDF,ANS)

Parameter Description

A Input vector of length NA containing data.
NA Number of observations in A.

B Input vector of length NB containing data.
NB Number of observations in B.

Options for various hypotheses:

1 That population mean of B equals given value A
(set NA=l).
2 That population mean of B equals population

mean of A, given that the variance of B equals
the variance of A.
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Parameter Description

That population mean of B equals population
mean of A, given that the variance of B is not
equal to the variance of A.
That population mean of B equals population

mean of A, given no information about the
variances of A and B (set NA=NB).

NDF Output variable containing degrees
assocliated with the T-statistic calculated.

of

freedom

ANS T-statistic for given hypothesis.

Remarks:

NA and NB must be greater than 1, except that NA=1 in option 1. NA
and NB must be the same in option 4. 1If NOP is other than 1, 2, 3, or

4, degrees of freedom and T-statistic are not calculated. NDF and ANS
are set to zero.

’

Method:

Refer to Ostel 1975.

2.3 CORRELATION SUBROUTINE

The section that follows describes the correlation subroutine.

2.3.1 CORRE Subroutine

CORRE computes means, standard deviations, sums of
deviations,

MCANO.ext) .

cross-products of
and correlation coefficients (Tests: FACTO.ext,

Usage: CALL CORRE(N,M,IO,X,XBAR,STD,RX,R,B,D,T)

Parameter

Description

N Number of observations.
equal to 2.

N must be greater than or

Number of variables. M must be greater than or equal
to 1.

I0 Option code for input data.

0 If data is to be read in from lnput device 1in
the special subroutine named DATA. (See

X If I0=0, the value of X is 0.0.
input matrix (N by M) containing data.

XBAR Output vector of length M contalning means.
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Parameter Description

STD Output vector of length M containing standard
deviations.

RX

Output matrix (M by M) containing Sums of
cross-products of deviations from means.

R Output matrix (only upper triangular portion of the

symmetric matrix of M by M) containing correlation
coefficients (storage mode of 1).

B Output vector of length M containing the diagonal of

the matrix of sums of cross-products of deviations from
means.

D

Working vector of length M.

T

Working vector of length M.

Subroutines and Function Subprograms Required:

DATA(M,D) - You must provide this subroutine.

1. If 1I0=0, this subroutine 1is expected to furnish an
observation 1in vector D from an external input device.

2. If I0=1, this subroutine is not used by CORRE but must be

provided when building the executable file. If you have not
supplied a subroutine named DATA, the following is suggested:

SUBROUTINE DATA

RETURN
END

Method:

CORRE computes product-moment correlation coefficients.

2.4 MULTIPLE LINEAR REGRESSION SUBROUTINES

The sections that

follow describe the multiple 1linear regression
subroutines.

2.4.1 MULTR Subroutine

MULTR performs a multiple linear regression analysis for a dependent
variable and a set of independent variables. This subroutine normally

performs multiple and polynomial regression analyses
(Test: POLRG.ext).

Usage: CALL MULTR(N,K,XBAR,STD,D,RX,RY,ISAVE,B,SB,T,ANS)

Parameter Description

N

Number of observations.

K

Number of 1ndependent variables in this regression.
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Parameter

Description

XBAR Input vector of 1length M containing means of all
variables. M is the number of variables.

STD Input vector of length M containing standard deviations
of all variables.

D Input vector of length M containing the diagonal of the

matrix of sums of cross products of deviations from
means for all vectors.

Input matrix (K by K) containing the inverse of
intercorrelations among independent variables.

RY Input vector of length K containing intercorrelations
of i1ndependent variables with a dependent variable.

ISAVE Input vector of length K+1 containing subscripts of
1ndependent varlables 1n ascending order. The

subscript of the dependent variable is stored in the
last position, that is, the K+1 position.

B Output vector of 1length K contailning regression
coefficients.
SB Output vector of length K contalning standard

deviations of regression coefficients.

T Output vector of length K containing T-values.

ANS Output vector of length 10 containing the following
information:

ANS (1) Intercept

ANS (2) Multiple correlation coefficient
ANS (3) Standard error of estimate
ANS (4) Sum of squares due to regression (SSR)

ANS (5) Degrees of freedom associated with SSR
ANS (6) Mean square of SSR

ANS (7) Residual sum of squares (RSS)
ANS (8) Degrees of freedom associated with RSS

ANS (9) Mean square of RSS
ANS (10) F-value

Remarks:

N must be greater than K+l.

Method:

MULTR uses the Gauss-Jordan method to solve normal equations.
to Cooley and Lohnes 1962, and Ostel 1975.

Refer

2.4.2 ORDER Subroutine

ORDER constructs subset

d

independent variables and a vector of intercorrelations of 1ndependent
a

matrix of intercorrelations among

variables with a dependent variable from larger matrix of
correlation coefficients. This subroutine 1is normally used in the

performance of multiple and polynomial regression analyses
(Test: POLRG.ext).
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Usage: CALL ORDER(M,R,NDEP,K,ISAVE, RX, RY)

Parameter Description
M Number of variables and order of matrix R.
R Input matrix containing correlation coefficients. This

subroutine expects only the upper triangular portion of

the symmetric matrix to be stored (by column) in R
(storage mode of 1).

NDEP The subscript number of the dependent variable.

K Number of i1ndependent variables to be included in the

forthcoming regression. K must be qgreater than or
equal to 1.

ISAVE Input vector of length K+1 <containing, 1in ascending
order, the subscript numbers of K independent variables
to be 1ncluded in the forthcoming regression. Upon
returning to the calling routine, this vector contains,

1n addition, the subscript number of the dependent
varliable 1n position K+l.

RX Output matrix (K by K) containing intercorrelations
among 1ndependent variables to be used in forthcoming
regression.

RY Output vector of length K containing intercorrelations

of i1ndependent variables with dependent variables.

Method:

ORDER constructs the matrix RX and the vector RY from the subscript
numbers of the variables to be included in the forthcoming regression.

2.5

POLYNOMIAL REGRESSION SUBROUTINE

The section that follows describes the polynomial regression
subroutine.

2.5.1 GDATA Subroutine

GDATA generates independent variables up to the Mth power (the highest
degree polynomial specified) and computes means, standard deviations,
and correlation coefficients. This subroutine is normally called

before subroutines ORDER, MINV, and MULTR in the performance of a
polynomial regression (Test: POLRG.ext).

Usage: CALL GDATA(N,M,X,XBAR,STD,D, SUMSQ)

Parameter Description

N

Number of observations.

M

The highest degree polynomial to be fitted.




STATISTICAL SUBROUTINES

Parameter

Description

X

Input matrix (N by M+l). When GDATA is called, data
for the independent variable is stored in the first
column of matrix X, and data for the dependent variable

l1s stored in the 1last column of the matrix. Upon
returning to the calling routine, generated powers of

the 1ndependent variable are stored in columns 2
through M.,
XBAR Output vector of 1length M+l containing means of

independent and dependent variables.

STD Output vector of 1length M+l containing standard
deviations of independent and dependent variables.

D Output matrix (only upper triangular portion of the

symmetric matrix of M+l by M+l) containing correlation
coefficients (storage mode of 1).

SUMSQ Output vector of length M+l containing sums of products

of deviations from means of independent and dependent
variables.

Remarks:

N must be greater than M+l. If M is equal to 5 or greater, single

precision may not be sufficient to give satisfactory computational
results.

Method:

Refer to Ostel 1975.

2.6 CANONICAL CORRELATION SUBROUTINES

The sections that follow describe the canonical
subroutines.

correlations

2.6.1

CANOR Subroutine

CANOR calculates the canonical correlations between two sets of

variables. CANOR 1s normally preceded by a call to subroutine CORRE
(Test: MCANO.ext).

Usage: CALL CANOR(N,MP,MQ,RR,ROOTS,WLAM,CANR,CHISQ,NDF,COEFR,

COEFL,R)
Parameter Description
N Number of observations.
MP Number of left-hand variables.
MQ Number of right-hand wvariables.
RR Input matrix (only wupper triangular portion of the

symmetric matrix of M by M, where M=MP+MQ) containing
correlation coefficients (storage mode of 1).
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Parameter Description

ROOTS Output vector of 1length MQ containing elgenvalues
computed 1n the NROOT subroutine.

WLAM Output vector of length MQ containing lambda.

CANR Output vector of 1length MQ contalning canonical
correlations.

CHISQ Output vector of length MQ containing the values of
chi-squares.

NDF Output vector of length MQ containing the degrees of
freedom associated with chi-squares.

COEFR Output matrix (MQ by MQ) containing MQ sets of
right-hand coefficients column-wise.

COEFL Output matrix (MQ by MP) containing MQ sets of
left-hand coefficients column-wise.

R Work matrix (M by M).

Remarks:

The number of left-hand variables (MP) should be greater than or equal
to the number of right-hand variables (MQ). The values of canonical
correlation, lambda, chi-square, degrees freedom, and canonical

coefficients are computed only for those eigenvalues in roots that are
greater than zero.

Method:

Refer to Cooley and Lohnes 1962.

2.6.2 NROOT Subroutine

NROOT computes the eigenvalues and eigenvectors of a real nonsymmetric
matrix of the form B-inverse times A. This subroutine is normally

called by subroutine CANOR in performing a canonical correlation
analysis (Test: MCANO.ext).

Usage: CALL NROOT (M,A,B,XL,X)

Parameter

Description

Order of square matrices A, B, and X.

M

A Input matrix (M by M).

B Input matrix (M by M).

Output vector of length M containing eigenvalues of
B-i1inverse times A.

X Output matrix (M by M) containing elgenvectors
column-wise.

Subroutines and Function Subprograms Required:

EIGEN




Method:

Refer to Cooley and Lohnes 1962.

2.7 ANALYSIS OF VARIANCE SUBROUTINES

The sections that follow describe the analysis of varlance
subroutines.

2.7.1 AVCAL Subroutine

AVCAL performs the calculus of a factorial experiment using operator

sigma and operator delta. AVCAL is preceded by subroutine AVDAT and

followed by subroutine MEANQ in analyzing variance for a complete
factorial design (Test: ANOVA.ext).

Usage: CALL AVCAL (K,LEVEL,X,L,ISTEP,LASTS)

Parameter Description

K Number of variables (factors). K must be greater than
1.

LEVEL Input vector of length K containing levels (categories)

wlithln each variable.

X Input vector containing data. Data has been placed 1in

vector X by subroutine AVDAT. The length of X is
(LEVEL (1) +1) * (LEVEL (2)+1) *...* (LEVEL (K) +1) .

L The position in vector X where the last lnput data 1is
located. L has been calculated by subroutine AVDAT.

ISTEP

Input vector of length K containing storage control
steps which have been calculated by subroutine AVDAT.

LASTS

Working vector of length K.

Remarks:

This subroutine must follow subroutine AVDAT.

Method:

The method is based on the technique discussed by H.O. Hartley.
(Ralston and Wilf, eds. 1962).

2.7.2 AVDAT Subroutine

AVDAT places data for variance analysis in properly distributed

positions of storage. This subroutine is normally followed by calls

to AVCAL and MEANQ subroutines analyzing variance for a complete
factorial design (Test: ANOVA.ext).

Usage: CALL AVDAT(K,LEVEL,N,X,L,ISTEP, KOUNT)
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Parameter Description

K Number of variables (factors). K must be greater than
1.

LEVEL Input vector of length K containing levels (categories)

withilin each variable.

Total number of data points read.

When AVDAT 1s called, this vector contains data 1in

locations X(1l) through X(N). Upon returning to the
calling routine, the vector contains the data in
properly redistributed 1locations of vector X. The
length of vector X 1s calculated by: (1) adding 1 to
each level of variable and (2) obtaining the cumulative
product of all levels. The 1length of X equals
(LEVEL (1) +1) * (LEVEL (2)+1) *...* (LEVEL (K) +1) .

L Output variable containing the position in vector X
where the last 1nput data is stored.

ISTEP Output vector of 1length K containing control steps

which are used to locate data in proper positions of
vector X.

KOUNT Working vector of length K.

Remarks:

Input data must be arranged 1in the following manner. Consider the
3-way analysis of variance design, where one variable has three levels

and the other two variables have two levels. The data may be
represented 1n the form: X(1,J,K), 1=1,2,3, J=1,2, K=1,2. In
arranging data, the subscript, I, changes first. When I=3, the next
subscript, J, changes and so on until I=3, J=2, and K=2.

Method:

The method 1s based on the technique discussed by H. O. Hartley.
(Ralston and Wilf, eds. 1962).

2.7.3 MEANQ Subroutine

MEANQ computes sum of squares, degrees of freedom, and mean square

using the mean square operator. MEANQ normally follows calls to AVDAT

and AVCAL subroutines 1n analyzing variance for a complete factorial
design (Test: ANOVA.ext).

Usage: CALL MEANQ(K,LEVEL,X,GMEAN,SUMSQ,NDF,SMEAN,MSTEP, KOUNT,

LASTS)
Parameter Description
K Number of variables (factors). K must be greater than
l.
LEVEL Input vector of length K containing levels (categories)

within each variable.
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Parameter Description

X

Input vector containing the result of the sigma and

delta operators. The length of X 1s:
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