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Preface

Purpose of This Manual

This manual describes how to install the DEC LANcontroller 400
adapter. The DEC LANcontroller 400 provides an interface between

an Ethernet/IEEE 802 local area network ana a system that has an XMI
bus.

This manual also describes the adapter’s self-test and gives advice for
troubleshooting.

The DEC LANcontroller 400 is also known as the DEMNA controller.

Throughout the rest of this manual, the DEC LANcontroller 400 is
referred to as the DEMNA.

Intended Audience

This manual is for Digital and customer personnel whe install or replace
the DEMNA in the field.

Document Structure

This munual has three chapters and nine appendixes, which are described
belo .

Chapter 1 briefly describes the DEMNA module, its functions, its logic,
and what you should have received.

Chapter 2 describes installation of the module.

Chapter 3 describes the DEMNA self-test and how to interpret the results.
Appendix A gives environmental requirements for the DEMNA module.
Appendix B gives register information.

Appendix C describes how to convert an Ethernet address to a DECnet
address.

Appendix D describes three customer-modifiable flags in DEMNA
EEPROM and indicates how to modify the flag settings.
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Appendix E lista the device type codes of all XMI modules available at the
printing of this manual.

Appendix F lists some commonly used Ethernet protocol types.

Appendix G lists some commonly used multicast addresses.

Appendix H lists some commonly used 802 SAPs and SNAP SAP protocol
IDs.

Appendix I describes how to read the DEMNA Ethernet acdress.

Assoclated Documents

Related documentation includes:

o

DEC LANcontroller 400 Console User’s Guide, EK-DEMNA-UG
DEC LANCcontroller 400 Programmer’s Guide, EK-DEMNA-PG

DEC LANcontroller 400 Trchnical Manual, EK-DEMNA-TM
Ethernet Installation Guide, EK-ETHER~-IN

VAX 9000 Family System Maintenance Guide, Vol. 2, EK-KA902-MG
VMS Network Control Program Manual, AA-LAS0A-TE

Conventions Used

All addresses are in hexadecimal (hex). All bit patterns are in binary
notation. All other numbers are decimal unless otherwise indicated.

Ranges are inclusive. For example, the range 0—4 includes the
integers 0, 1, 2, 3, 4.

Bits are enclosed in angle brackets (for example, <12>).

Bit ranges are indicated by two bits in descending order separated by
a colon; for example, <12:1>. Bit ranges are inclusive.

K = kilo (1024); M = mega (1024**2); G = giga (1024 **3).

The term "asserted” indicates that a signal line is in the true state.
The term "deasserted” indicates that a signal line is in the false state.
"Assertion” is the transition from the false to the true state.
"Deassertion” is the transition from the true to the falee state.
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Command Notation

The following command notation is used in this manual:

Convention

Meaning

{1}

UPPERCASE characters

italic lowercase characters

Large braces enclose lists from which you must
KERNEL }
USER

Horizontal ellipsis points mean that you can repeat
the item preceding the points. For example:
/qualifier . . .

choose one item. For example: {

Horizontal or vertical ellipsis points in an example
indicate that not all the information the system would
display is shown or that not all the information a user
is to supply is shown.

Braces followed by a comma and horizontal ellipsis
points mean that you can repeat the enclosed items
one or more times, separating two or more items with
commas.

Square brackets enclose items you can cmit. For
example: | =option, . .. |

Language-specific reserved words and identifiers are
printed in uppercase characters. However, you can
enter them in uppercase, lowercase, or a combination
of uppercase and lowercase characters.

Elements you must replace acccrding to the
description in the text are printed in italic iowercase
characters. However, you can enter them in
lowercase, uppercase, or a combination of lowercass
and uppercase characters.

xi
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DEC LANcontroller 400 Module Overview

The DEC LANCcontrolier 400 is an intelligent, high-performance 1/0
controller that enables a host processor on the XMI bus to communicate
with other nodes in an Ethernet/802 local area network. The DEC
LANcontroller 400 is compatible with the Ethernet and IEEE 802
specifications.! Digital's Svsten.: and Options Catalog indicates which
systems support the DEMNA option.

A single XMI bus can support multiple DEC LANcontroller 400s. An
XMI bus can thus conrect to multiple Ethernet/802 networks. Each DEC
LANCcontroller 400 connects to a single network through a standard 15-pin
Sub-D connector.

The DEC LANcontroller 400 is also called the DEMNA controller.
Throughout the rest of this manual, the DEC LANcontroller 400 1s
referred to as the DEMNA.

1.1

BASIC FUNCTIONS

The DEMNA supports one Ethernet/IEEE 802 port, which provides the
physical link layver and portions of the data link communication layer of
the Ethernet and 802 protocols, as defined by the Ethernet and {EEE 802
specifications.

With 1ts own onboard CVAX processor, the DEMNA can control operations
independently of the host processor. The detatls of Ethernet transactions,
including data transfer over the XMI bus, are thus transparent to the
host processor (see Figure 1-1).

The onboard firmware is contained in EEPROM, which allows revised
firmware to be loaded without hardware modification. The firmware
can thus be easily upgraded in the field. In addition, various DEMNA
operating parameters can be modified easily in the field.

¥ In this manual, RO2 refers apecifically to the CSMA/CD local area network defined in the IEEE 802.2 and
802.3 aspecifications (phvrical and data link layers:.
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Figure 1-1 DEMNA Moduie Iin an XMl System
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The DEMNA firmware includes a console monitor program that allows

a user at virtually uny terminal on the network to monitor DEMNA
operation and network t:affic. The console monitor program can be
accessed over the network or from a terminal (called the physical console)
attached directly to the DEMMA. (See the DEC LANCcontroller 400 Console
Z'ser's Guide, DEC LANcontroller 400 Technical Manual, or the DEC
LANcontroller 400 Programmer’s Guide for a description of the console
monitor program.)

The DEMNA has extensive onboard tests. On power-up or reset, the
DEMNA tests itself and makes iis status (pass or fail} available through
LEDs on the module and through an onboard Power-Up Diagnostic
(XPUD) Register. In addition, a customer service engineer may invoke
other onboard diagnostics from the system console or the DEMNA
physical console to test the DEMNA's logic and functionality more
extensively.

The DEMNA may participate in network boot operations. The DEMNA
may be specified as the boot device by its host system or be enabled to
involuntarily boot its host system on receiving a valid Boot message over
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the network. (See the DEC LANcontroller 400 Technical Manual for
further information.)

1.2 LOGIC OVERVIEW

The DEMNA logic is divided into the following four subsystems, as shown
in Figure 1-2:

Microprocessor subsystem
Shared memory subsystem
XMI interface subsystem

Ethernet interface subsystem

1.2.1 Microprocessor Subsystem

The microprocessor subsystem performs the following major functions:

Stores and executes the module firmware, including onboard
diagnostics and the console monitor program

Stores and supplies the module’s default (MAC) Ethernet address

The microprocessor subsystem contains the following major components:

CVAX—a 32-bit CMOS processor dedicated to running firmware. The
CVAX cannot be used directly by application programs running on the
host processor or by a user at the system console.

System Support Chip (SSC)—This chip provides control logic for the
microprocessor subsystem, including timers, address decode logic,

internal processor registers, and a UART for connection with the
DEMNA physical console.

EEPROM and CVAX RAM—The EEPROM stores the module's
operational firmware, which executes from CVAX RAM (SRAM).
The EEPROM also stores history data on DEMNA failures and errors.
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Figure 1-2 DEMNA Simplified Block Diagram
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MAC Address (ENET) PROM—This PROM stores the module's default
physical (Ethernet) address (DPA),! which is also called the Medium

Access Control (MAC) address. The PROM also stores a PROM test
pattern.

EPROM—The EPROM stores a working copy of the DEMNA firmware
minus the console monitor program. If the DEMNA self-test finds
that the EEPROM contents are invalid, the EPROM code is loaded
into CVAX RAM g0 that diagnostics can be executed.

Diagnostic Register—This register is a control/status register that

controls certain low-level diagnostic operations, such as the disabling
of CVAX RAM parity.

The CVAX, SSC. CVAX RAM, and Diagnostic Register connect to each
other through the CDAL bus, which in turn connects to the DEMNA
memory bus through latched transceivers.

1.2.2 Shared Memory Subsystem

The shared memory subsystem performs the following major functions:

Buffers packets to and from the Ethernet interface
Buffers transfers to and from the XMI bus

Stores shared data structures that allow the CVAX and LANCE to
communicate

The shared memory subsystem has the following major components:

256 Kbhytes of panty-protected SRAM—The SRAM buffers Ethernet

and XMI transfers and stores data structures shared by the CVAX
and LANCE.

Bus control logic—This logic controls read/write timing and read/write
signals.

DMA logic—This logic controls access to the SRAM.

DEMNA timeout logic—This logic detects when a DMA grant on the
DEMNA memory bus has been outstanding longer than the timeout
period.

! At the request of applications starting up » protocol such as DECnet, the port driver may assign one
or more alternative sddresaee to the DEMNA. This type of address is called an actual physical address

(APA).

1-5
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The SRAM is on the DEMNA memory bus, which connects to the Ethernet
interface, XMI interface, and the CDAL bus. The SRAM can be accessed
by the LANCE chip (Ethernet interface), CVAX, or DEMNA gate array
(XMI interface). The DMA access priority for these devices is LANCE,
CVAX, and gate array.

1.2.3 Ethernet intertace Subsystem

The Ethernet interface provides an interface hetween the DEMNA's
shared memory and the Ethernet wire. The Ethernet interface performs

transmits (reads) from the shared memory and receives (writes) to the
shared memory.

The Ethernet interface has the following major components:

* Local Area Network Controller for Ethernet (LANCE) chip—The
LANCE chip implements the microprocessor interface, performs DMA
to and from the DEMNA shared memory, implements the CSMA/CD
network access algorithm, does packet handling on transmits and
receives, and reports errors.

e Serial Interface Adapter (SIA) chip—The SIA chip performs
Manchester encoding for transmits, Manchester decoding for receives,
and implements a TTL/differential signal interface between the
LANCE (TTL) and the Ethernet wire (differential signals).

* Bus interface logic—This logic generates byte parity on transfers to

DEMNA shared memory and checks byte parity on transfers from
shared memory.

1.2.4 XMI Intertace Subsystem

The XMI interface provides an interface between the DEMNA's shared
memory and the XMI bus. The XMI interface performs the following
major functions:

¢ Transfers Ethernet read and write data between DEMNA shared
memory and host memory

¢ Performs control operations for the DEMNA CVAX (high-priority

quadword XMI reads and writes to memory and longword XMI /O
reads and writes)

¢ Implements the DEMNA port registers
¢ Implements the XMl-required registers

1-6
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¢ Implements XMI interrupt logic

The XMI interface has the following major components:

¢ Gate array—The gate array implements most of the XMI interface
logic.

e XMI resistors, clocks, and module-decoupling capacitors.
¢ XMI timeout logic—This logic detects timeouts for XMI operations.

R

1.3 PHYSICAL DESCRIPTION

The DEMNA option consists of a single board. The DEMNA has the
following two cables:

e An internal Ethernet cable that connects the DEMNA with the
transceiver cable and provides power to an H4000 transceiver
(Section 2.4). This cable is not part of the DEMNA option but is
included in the cabinet kits for the DEMNA.

* An internal cable for the physical console that connects the DEMNA
with a torminal cable. This cable has its own cabinet kit.

An external Ethernet cable runs from the bulkhead to an Ethernet
transceiver. This cable is not part of the DEMNA option and is
not included in the cabinet kita for the DEMNA. The cable must be

ordered separately. (See Digital's Svstems and Options Catalog for more
information.)

Table 1-1 lists the items on the DEMNA packing list. These are the items
included with the DEBNI option (DEMNA-M).

Table 1-1 Packing List for DEMNA Option

Part Number Quantity Description

T2020 1 DEMNA module

EK-DEMNA-IN 1 DEC LANcontroller 400 Installation Guide
EK-DEMNA-RM 1 DEC LANcontroller 400 Release Note
EK-DEMNA-UG 1 DEC LANCcontroller 400 Console User's Guide
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1.3.1 Cabinet Kits

Table 1-2 lists DEMNA cabinet kits for VAX 6000 and 9000 systems.
Cabinet kits must be ordered separately from the DEMNA option. For
new systems not included in this table, please see Digital's Systems and
Options Catalog.

-

Table 1-2 Cabinet Kits for DEMNA Options

Description K Number Contents

Internal CK-DEMNA-AM /O connector panel for VAX 6000 cabinets (74-26407-32)
Cable for 110 connector panel for VAX 8000 cabinets (70-28010-01)
Physical Blank panel for VO connector panel (74-26407-01)
Console Internal cable for physical console (17-02168-01)

DEC LANcontroller 400 installation Guide (EK-DEMNA.IN)
DEC LANcontrolier 400 Console User's Guide (EK-DEMNA-UG)

VAX 6000 CK-DEMNA-KD Ethernet I/O connector panel (74-26407-41)
caoinet kit 8-ft. intemal Ethernet cable (17-01486-02)
Blank panel (74-26407-01)
Ethernet loopback connactor (12-22186-02)

VAX 8000 CK-DEMNA-KE Ethernet I/O connector panel (70-27884-01)

Model 2xx 3-ft. internal Ethernet cable (17-01496-01)
cabinet kit Ethernet loopback connactor (12-22196-02)
VAX 8000 CK-DEMNA-KM Ethernet 1/0 connector panel (70-27884-01)
Model 4xx 8-ft. internal Ethernet cable (17-01486-02)
cabinet kit Ethernet loopback connector (12-22186-02)

1.3.2 Stetus LEDs
The DEMINA module has two status-indicator lights:

¢ One DEMNA OK LED (yellow)—the self-test LED required by the
XMI bus specification

® One External Loopback LED (green)

Immediately after power-up or reset, both status-indicator lights are
off. If all the tests in the self-test pass (z .de from tlie LANCE external
loopback test), the self-test lights the yellow DEMNA OK LED. If the
LANCE external loopback test passes (indicating that the DEMNA can
transmit and receive a loopback packet over the network), the self-test
lights the green External Loopback LED.
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This chapter explains how to install the DEMNA option into a system
that has an XMI bus. The installation procedure has three major parts:

e Hardware Installation
e Verification of Hardware Installation

® Verification of DEMNA Operation in Network

It is very important to perform all parts of the installation procedure. Do
not skip any part of the procedure.

The installation procedure does not describe how to install an Etherret
transceiver. For instructions on installing an Ethernet transceiver, see
the installation guide for the host computer svstem.

WARNINGS

POWER OFF—Shut off system power and disconnect the
system power cord before performing any procedure in
this chapter.

WEAR ESD WRIST STRAP—You must wear an antistatic
wrist strap that is connected to the processor cabinet
whenever you work inside the cabinet.

USE CONDUCTIVE CONTAINERS—Whenever you remove
a circuit board from an XMI card cage, place it in a
conductive container.

HARDWARE INSTALLATION

When installing a DEMNA in a VAX 6000 system, use the procedure in
Section 2.1.1. When installing a DEMNA in a VAX 9000 system, use the
procedure in Section 2.1.2.
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Hardware Instaliation in a VAX 6000 System

Up to thrce DEMNAS can be installed in an XMI card cage in a VAX 6000
system.

The

following steps describe how to install the DEMNA hardware in a

VAX 6000 system:

1

10
1k

2-2

Power down the host computer system by:

a. Turning the Power switch to the Off position

b. Setting the system circuit breaker in the rear to Off
Open front door of the cabinet.

Put on the ESD wrist strap that is attached to the system chassis.
This grounds you and thus prevents you from damaging the electronic
components by discharging static electricity.

Locate the XMI card cage. Figure 2—-1 shows the location of the XMI
card cage in a VAX 6000 system.

Remove the door on the front of the XMI card cage.

Determine the slot into which the DEMNA should be installed. In a
VAX 6000 system, the DEMNA can be put into any cf the following
slots: 14, B-E (see Figure 2-2). In general, the DEMNA should be
put in the highest-numbered slot available within the ranges specified
above. CPUs are usually put in lower-numbered slots.

Lift the lever to open the chosen siot.

Slide the DEMNA module into the slot until it stops: this is a zero-
insertion-force card cage.

Close the locking lever.
Replace the door on the front of the card cage.

Install an I/0O connector panel (74-26407-41) for an Ethernet connector
over one of the bulkhead cutouts. If you are replacing the first
Ethernet controller in the system, this is unnecessary.
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Figure 2-1 Location of XMi Card Cage in a VAX 6000 System

4-11. XMICARD CAGE

msb-(140-89

12 Install the internal Ethernet cable as follows:

a. Connect the P1 connector of the internal Ethernet cable to
backplane segment E2 for the DEMNA slot (see Figure 2-3).
The connector is right-side-up when the key on the connector is on
the right. The P1 connector is not uniquely keyed for backplane
segment E2. It is thus possikie to insert the connector into the
wrong backplane segment.

CAUTION
[20 not connect the DEMNA to the network until
you have verified the DEMMA installation. If the
DEMNA cabling is connected to the wrong slot, an
arbitrary signal may be output on the transmit line,
which might bring down the entire network.
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Figure 2-2 XMI Card Cage Slots
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b. Attach the P2 connector of the internal Ethernet cable to the 1O
connector panel. (If you are replacing the first Ethernet controiler
in a VAX 6000 system, connect the P2 connector to the system
interconnect panel. The P2 connector plugs into the rear of the
Ethernet connector on the panel. Figure 2—4 shows the system
interconnect panel for a VAX 6000 Model 400 system.)

€. Connect the pigtail connector (P3) from the internal Ethernet
cable to a +16V 2-prong connector (J2) from any of the H7214

power supplies. These power supplies are located in the rear of
the cabinet.

NOTE
All the connectors from the power supply may already
be used. In this case, the external transceiver cable
must not be connected directly to an H4000 transceiver,
a DESTA (a thin-wire box), or a DECOM broadband
transceiver—none of which has itse own power supply.
The transceiver cable may, however, be connected to
one of the following devices, each of which has its own
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power supply and which, in turn, may be connected to
an H4000:

* A DELNI
¢ A DEMPR (= thin-wire version ¢f the DELNI)
¢ A DEBET (a bridge)

Figure 2-3 Internal Ethernet Cable Connections
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(REAR VIEW)
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|
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P1 CONNECTOR P2 CONNECTOR VO CONNECTOR TRANSCEIVER
TO BACKPLANE SECTION E2 PANEL CABLE
FOR DEMNA'S SLOT

msb-0324-69

13 If a physical console is going to be used, install the internal cable for
the physical console as follows:

a. Install an O connector panel (74-26407-32) for the cable over one
of the bulkhead cutoute.

b. Connect the P1 connector of the cable to backplane segment D2 for
the DEMNA slot (see Figure 2-5). The connector is right-side-up
when the key on the connector is on the right. The P1 connector is
not uniquely keyed for backplane segment D2. It is thus possible
to insert the connector into the wrong backplane segment.
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c. Attach the P2 connector of the cable to the /O connector panel.

Figure 2-4 System Interconnect Panel—VAX 6000 Model 400 System

 ETHERNET PORT
e ) B OR FIRST DEMNA
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S
Figure 2-5 Internal Cable for Physical Console
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2.1.2 Hardware Instaliation in a VAX 9000 System

Up to four DEMNAS can be installed per XMI card cage in a VAX 9000
system.

The following steps describe how to install the DEMNA hardware in a
VAX 9000 system:

1 Power down the host computer system by:

@. Turning the Power switch to the Off position

b. Setting the appropriate system circuit breaker(s) to Off
2 Open front door of the appropriate cabinet.

3 Put on the ESD wrist strap that is attached to the system chassis.
This grounds you and thus prevents you from damaging the electronic
components by discharging static electricity.

4 Locate the XMI card cage into which the DEMNA is to be installed.
PFigure 2-8 shows the location of the XMI card cage in a VAX 9000
Model 2xx. Figure 2-7 shows the location of the XMI card cage in a
VAX 9000 Model 4xx.
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Figure 2-6 Location of XMi Card Cage in a VAX 9000 Mode! 2xx System
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Figure 2-7 Location of XMI Card Cages in a VAX 9000 Model 4xx System
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5 Open the door on the front of the appropriate XMI card cage.

6 Determine the slot into which the DEMNA should be installed (see
Figure 2-8). In a VAX 9000 system, the DEMNA can be put into any
XMI slot except slot 7 or 8.

7 Lift the lever to open the chosen slot.

8 Slide the DEMNA module into the slot until it stops: this is a zero-
insertion-force card cage.

9 Close the locking lever. ’
10 Close the door on the front of the XMI card cage.

11 Install an I/0 connector panel (70-27894-01) for an Ethernet connector
over one of the bulkhead cutouts. (If you are installing the second
DEMNA in the cabinet, this is unnecessary, since the I/0 connector
panel accommodates two DEMNAs.)
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Figure 2-8 XMl Card Cage
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12 Install the internal Ethernet cable as follows:

a. Connect the P1 connector of the internal Ethernet cable to

2-10

backplane segment E2 for the DEMNA slot (see Figure 2-9).

The connector is right-side-up when the key on the connector is on
the right. The P1 connector is not uniquely keyed for backplane
segment E2. It is thus possible to insert the connector into the
wrong backplane segment.

CAUTION
Do not connect the DEMNA to the network until
you have verified the DEMNA installation. If the
DEMNA cabling is connected to the wrong slot, an
arbitrary signal may be output on the tranemit line,
which might bring down the entire network.

If you are installing the second DEMNA in the cabinet, remove
the plate over the second cutout of the I/0 connector panei.
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C. Attach the P2 connector of the internal Ethernet cable to the I/O
connector panel.

T — o

Figure 2-9 Internal Ethernet Cable Connections
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d. Connect the pigtai! connector (P3) from the internal Ethernet
cable to a +15V 2-prong connector on the power distribution
adapter for the XMI card cage (see Figure 2-10). The J2 connector
on the power distribution adapter is connected to the main power
supply (H7214). The J1, J3, J5 connectors are connected to
the auxiliary power supply. Table 2-1 summarizes the power
connections for VAX 9000 systems.
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Table 2-1 Power cOnnecﬂ;; for Internal Ethernet Cable—VAX 9000 Systeme

Maximum Number of

System DEMNAs Per Card Cage Power Connection
VAX 8000 4 Any connector on the power
Model 2xx distribution adapter (part no. 54-

19045-01) located in the rear of
the cabinet on the left-hand rails

VAX 9000 4 Any connector on the power

Mode! 4xx distribution adapter (part no. 54-
18045-01) located in the rear of
the cabinet on the right-hand rails
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Figure 2-10 Power Distribution Adapter—VAX 9000 Systems
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13 If a physical console is going to be used, install the internal cable for
the physical console as follows:

a. Install an I/O connecter panel (70-28010-01) for the cable over one
of the bulkhead cutouts.

b. Connect the P1 connector of the cable to backplane segment D2 for
the DEMNA slot (see Figure 2-11). The connector is right-side-up
when the key on the connecter is on the right. The P1 connector is
not uniquely keyed for backplane segment D2. It is thus possible
to insert the connector into the wrong backplane segment.

2-13



Instz'lation

c. Attach the P2 connector of the cable to the I/O connector panel.

Figure 2-11 Internal Cabie for Physical Console
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2.2 VERIFICATION OF HARDWARE INSTALLATION

CAUTION

It is very important that you verify that the DEMNA i/,
properly installed. If the DEMN.A is improperly install ed,
you may bring down the entire ne‘work when you connect
the DEMNA to the network.

Follow these steps to verify that the DEMNA is properly installed

1 Connect the loopback connector (par. number 12-22196-02) to t.ae
Ethernet connector (P2 connector; of the internal Ethernet cable

Set the appropriate system ¢ rcuit breaker(s) to On.

Turn on the system power This causes each monale in ¢ .« sys‘em to
execute its self-test.
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Verify that the green LED on the loopback connector is lit, indicating
that the pigtail (P3) connector of the internal Ethernet cable is
properly connected and is supplying +12V for the transceiver. If the
LED is not lit, power down the system, make sure that the pigtail
connector is connected to the right power connection, and reseat the
pigtail connector. Continue with step 2.

Verify that the DEMNA passes both self-test (the yellow DEMNA
OK LED lights) and the LANCE external loopback test (the green
External Loopback LED lights). (See Section 3.2.1 for further
information on the DEMNA LEDs.)

If the self-test and/or external loopback test faiis, check to see that the
DEMNA module is properly seated in the card cage and that all three
connectors of the internal Ethernet cable are properly installed.

If the module cor..inues to fail seli-test, swap in a different DEMNA
module if one is availabl::. You can also try installing the module in a
different slot.

If the module still fails self-test, run the DEMNA ROM-based

diagnostics (RBDs), which are described in the DEC LANcontroller
400 Technical Manual.

2.3 VERIFICATION OF DEMNA OPERATION IN NETWORK

Proper operation of the DEMNA was verified up to the system bulkhead
(Ethernet connector) in Section 2.2. Now, follow these steps to verify that
the DEMNA can communicate with other netwerk nodes:

1

Connect the external transceiver cable to the P2 (Ethernet) connector
of the internal Ethernet cable (available at the system bulkhead) or,
for the first Ethernet controller in a VAX 6000 system, to the Ethernet
connector on the system interconnect panel.

Boot the operating system.
Configure the network database and start the network software.

If the system is unable to communicate over the network, verify that
the network software is installed and configured properly.

If the network software is properly installed and configured and the
system is still unable to communicate over the network, shut down
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the system and check the transceiver and the transceiver cable as
follows:

a. Disconnect the exterral Ethernet transceiver cablie (BNE3) at the
transceiver end.

b. Install the loopback connector (12-22196-02) on the cable.
Run the DEMNA gelf-test and observe one of the following:

* If the External Loopback LED »n the DEMNA module lights,
the transceiver is bad. Replace the transceiver, reconnect the
cable to the new transceiver, and rerun the self-test to verify
proper operation. No further action is required.

e If the External Loopback LED on the DEMNA module does
not light, the tranaceiver cable is bad and/or the P3 power
connection for the internal Ethernet cable is not good. First,
check the LED on the loopback connector. If the LED did not
light, reseat the P3 connector and rerun the self-test. If the
LED on the ioopback connector is lit, replace the transceiver
cable.

2.4 INTERNAL ETHERNET CABLE

The internal Ethernet cable connects to the XMI backplane at the
DEMNA slot and provides Ethernet signals and power (if required) to

an H4000 transceiver or other network interface device. See Table 1-2 for
part numbers.

The cable has three connectors (Figure 2-3): P1, P2, and P3. The P1
connector connects to segment E2 on the XMI backulane opposite the
DEMNA slot. The P2 connector is an industry-standard Ethernet
connector that connects to an /O connector panel on the bulkhead or
to the rear of the Ethernet connector on the system interconnect panel
in a VAX 6000 system. The P3 (pigtail) connector is a +15V direct-
current power connection that supplies power to a device (such as an
H4000 transceiver, a DESTA thin-wired box, or a DECOM broadband
transceiver) that does not have its own power supply. The pigtail
connector should be plugged in regardless of the type of transceiver.

Figure 2-12 shows the P1 connector pinouts of the internal Ethernet
cable. Table 2-2 describes these pinouts. Figure 2-13 shows the pinouts
for the P2 connector of the internal Ethernet cable, and Table 2-3
describes these pinouts.
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Figure 2-12 P1 Connector Pinouts of Internal Ethernet Cable
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Table 2-2 P1 Connector Pinouts of internal Ethernet Cable

Pin Signal Description

EO1-EO4 Unconnectad

EO5-E09 Logic Ground

E10 Ethernet Collision L Ditterential collision detect signals
E11 Ethernet Collision H from the Ethernet bus.

E12 Ethernet Receive L Difterential receive signais from the
E13 Ethernet Receive H Ethernet bus.

Et4 Ethernet Transmit L Differential transmit signais to the
E15 Ethernet Transmit H Ethernet bus.
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Figure 2-13 P2 Connector Pinouts of Internal Ethernet Cable
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Table 2-3 P2 Connector Pinouts of internal Ethernet Cable

Pin Signal Description
1 Shield
2 Coliision Presence H Differential signals that indicate a failure of
9 Collision Presence L the collision detection logic
3 Transmit H Differential transmit signais to the Ethernet
10 Transmit L bus
4 Reserved
5 Receive H Differential receive signals from the
12 Receive L Ethernet bus
6 Power Retumn Power return line
7 Reserved
8 Reserved
1 Reserved
13 Power
14 Reserved
15 Reserved
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25 EXTERNAL TRANSCEIVER CABLE

The external transceiver cable runs from the Ethernet connection
provided at the bulkhead or system interconnect panel to an Ethernet
transceiver, such as an H4000 baseband transceiver, DECOM broadband
transceiver, or DELNI local network interconnect. The cable is ordered as
a separate item.

26 INTERNAL CABLE FOR PHYSICAL CONSOLE

The internal cable for the physical console connects the XMI backplane at
the DEMNA slot to the system bulkhead and provides a connector for a
terminal cable. The cable i8 ordered as a separate item.

The cable has two connectors: P1 and P2 (see Figure 2-6). The P1
connector connects to segment D2 on the XMI backplane opposite the
DEMNA slot. The P2 connector is a standard 25-pin Sub-D connector that
connects to the bulkhead and is used as a connector for a terminal cable.

Figure 2-14 shows the Pl ¢onnector pinouts for the internal cable for the
physical console. Table 24 describes these pinouts. Figure 2-15 shows

the P2 connector pinouts for the internal cable for the physical console.
Table 2-5 describes these pinouts.
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Figure 2-14 P1 Connector Pinouts of lnternal Cable for Physical Console
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Table 2-4 P1 Connector Pinouts of internal Cable for Physical Console

Pin Signal

DO1 Transmit

D02 Receive

D03 Logic Ground
D04-D30 Unconnected
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Figure 2-15 P2 Connector Pinouts of internal Cabie for Physical Console
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Table 2-5 P2 Connector Pinouts of internal Cable ior Physical Console

Pin Signal

1 Unconnected
2 Transmit

3 Receive

46 Urconnectsd
7 Logic Ground
8-25 Unconnected

R
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2.7 REMOVAL

To remove a DEMNA module, follow these steps:

1

O O N O O

Power down the host computer system by:

a@. Turning the Power switch to the Off position

b. Setting the appropriate system circuit breaker(s) to Off
Open the appropriate cabinet.

Make sure you are wearing an ESD wrist strap that is attached to the
system chassie.

Open or remove the door on the front (module-insertion side) of the
XMI card cage that contains the DEMNA to be removed.

Locate the desired card cage slot.

Lift the lever to open the slot.

Slide the module out of the card cage slot.
Put the module into a conductive container.
Close the locking lever.

10 If another DEMNA will not be installed:

a. Close or replace the door on the front of the XMI card cage from
which the DEMNA was removed.

b. Remove the cables from the slot that contained the DEMNA.
C¢. Close the cabinet.
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3 Power-Up Selt-Test

The DEMNA power-.r gelf-test consists of ROM-resident diagnostic
routines that run automatically on power-up or reset. The power-up self-
test verifies that the hardware at the node is operational and that the
DEMNA can transmit and receive a loopback packet over the network.

Since the routines are contained in ROM, their execution requires no
operating system. The self-test routines are thus stand-alone programs
indeper.dent of any software environment.

3.1 HOW TO RUN SELF-TEST
There are several ways of running self-test for the DEMNA:

1

On system power-up—When the user powers up the host system, the
DEMNA automatically runs power-up self-test. Front panel controls
vary among host sys' 2ms; see the system Owner’s Manual for the
specific system.

On XMI system reset—For VAX 6000 systems: When the user presses
the reset or restart button on the host system's front panel, the system
goes through its reset sequence, which causes each XMI node to run
its own self-test. For VAX 9000 systems: The user can issue the
following console command to reset a particular XMI card cage:

»>>>UNJAM /XJA=n

where n 18 the unit number of the XJA adapter for the XMI card cage.
If the XJA unit number is not supplied, the command resets all XMI
card cages in the system.

Running self-test as a ROM-based diagnostic (RBD)—A Digital
customer gervice engineer can invoke the self-test as an RBD from
the system console of a VAX 6000 or VAX 9000 system or from

the DEMNA physical console (a terminal attached directly to the
DEMNA). This is the same diagnostic that runs during power-up or
reset self-test.
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Power-Up Self-Test

Example 3-1 shows how to use VAX conscle commands on a VAX 6000
system to run the eelf-test on a DEMNA located at XMI node 3. For
a description of the Z command used in this example, see the system
Owner’s Manual.

Example 3—-1 Running Self-Test on a VAX 6000 System

>>>2 3 [FETUEN]

733 Z connection successfully started
T/R
RBD3>ST O

;Selftest 3.00

; P 3 0Co3 1

;00000000 00000000 00000000 00000000 00000000 00000000 CO000000
RBD3 [CTRL7Z][C.RL7F]

731 Z connection terminated by P

>>>

Example 3-2 shows how to use VAX console commands on a VAX 9000
system to run the self-test on a DEMNA at node E through XJA number
2. For a description of the Z command used in this example, see the
system Owner'’s Manual.

Example 3-2 Running Self-Test on a VAX 9000 System

>>> 2 2E

{Use “P to exit Z-mode]
T/R

RBD3I>ST ©

;iSelfteat 3.00

; P 3 0co3 1

;00000000 00000000 00000000 00000000 00000000 00000000 00000000
RBD3 [CTRI7Z][CTRL7T)

Xxx Z connection terminated by "P

>>>

If you do not know which XMI node the DEMNA is at, use the SHOW
CONFIGURATION command at the system console prompt to locate the
DEMNA.
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Power-Up Self-Test

Another way of locating the DEMNA node 18 to use the EXAMINE
command to read the Device (XDEV) Register at each node until you find
the DEMNA, which has a device type of 0C03 (hex). A module’s XDEV
Register is always at the module's base address.

3.2 REPORTING SELF-TEST RESULTS

Test results (pass or fail) are indicated by LEDs on the module and by the
DEMNA Power-Up Diagnostic (XPUD) Register.

3.2.1 Self-Test Results in LEDS

There are two status-indicator lights on the module:
e 1 yellow DEMNA OK LED
¢ 1 green External Loopback LED

The location of the LEDs is shown in Figure 3-1.

The yellow DEMNA OK LED shows the status of the module after the
node self-test. The green External Loopback LED indicates whether
the DEMNA passed the LANCE external loopback test, which tests the
DEMNA's ability to transmit and receive a loopback packet over the
network.

At power-up or reset, both LEDs are off. If the DEMNA passes all the
executed tests (excluding the LANCE external loopback test), the self-test
lights the yellow DEMNA OK LED; otherwise, this LED remains off.

If the LANCE external loopback self-test passes, the self-test lights the
green External Loopback LED; otherwise this LED remains off.

322 Self-Test Results in the Power-Up Diagnostic Register

The Power-Up Diagnostic (XPUD) Register indicates which tests in the
self-test diagnostic passed. In addition, the Self-Test Complete (STC) bit
indicates whether the self-test has completed execution. See Appendix B
for a detailed description of the XPUD Register.
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Power-Up Self-Tast

Figure 3-1 LED Locations
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3.3 INTERPRETING TEST RESULTS

If the External Loopback LED fails to light, indicating that the LANCE
external loopback self-test failed, this does not necessarily indicate that a
DEMNA component failed self-test. The problem could be a bad cable, bad
Ethernet transceiver connector, improper seating of the transceiver cable,
or simply that the DEMNA is disconnected from the transceiver! In any
case, such an error condition prevents the DEMNA from transmitting or
receiving Ethernet packets.

If the XPUD Register indicates that all of the self-test routines failed, the
problem is probably the CVAX, ROM, or bus transceivers.

Self-test could also fail because of a systemwide fault. For example,
a faulty power supply or missing XMI bus terminators could be the

problem. Make sure that system power is OK and check for other possible
systemwide faults.

! Note aiso that the External Loopback LED does not light if another test in the self-test diagnostic fails.
When another self-test fails, the external loopback test is not executed.
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Power-Up Self-Test

After a problem discovered by the self-test has been corrected, the
DEMNA LED(s) will light only if the self-test is rerun. However, if
the self-test is not rerun, the DEMNA will still function properly even
though the LED(s) don't light.

3.4 TESTED COMPONENTS

The self-test tests the following components and functions on the DEMNA
module:

CVAX

EPROM

EEPROM

CVAX ROM

All RAM

System Support Chip (SSC)

CVAX Interrupt Request (IRQ) lines
Gate Array

LANCE chip

35 UNTESTED COMPONENTS AND FUNCTIONS

The following components and functions are not tested:

A complete CVAX instruction set

Ethernet interface logic functions:

e More (multiple retries of packet transmission)
® One (one retry of a packet transmission)

* Babble error

* Time domain reflectometry

¢ Late collision

¢ Loss of carrier

The datamove logic, which is implemented in the gate array, is tested in
loopback mode only.
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Environmental Requirements

Operating
Environment

Temperature
Humidity

Altitude

5°C to 50°C (41°F to 122°F)

10% to 95% with maximum wet bulb of 32°C (89.6°F) and
minimum dew point of 2°C (36°F) noncondensing

To 2.4 km {8,000 ft)

Storage Environment

Temperature
Humidity
Altitude

-40°C to 66°C (-40°F to 151°F)
To 95% noncondensing
To 9.1 km (30,000 ft)




P 070:070/0.8.010.6.0. 6900060004006 03 084008080 08.690430.8¢3000
100 6.8.0.81019.0.60.8:0.8.0.0.6.0.8.0.0 34068 6.90080098000006008 8398
0/8:0.8.0.8.0.0:0.69.6.00.0.0.60000068 0804 008¢08¢84¢080008 ¢4
6. 0.010.6:6.0:0.0.6.0.00.0.0.0.8508800.8008.08006888366¢060044
}i0.8.0.0.0.0.6.6.6.0.0.0.6.0.¢00.00.000.48050.9968¢8086800¢8031

0. 80.0.0.0.0:6.6.9.0.09.0.6.9.6.200.06.40.90.060¢008¢0¢04444

P 0.0.0.905 ¢480.0099980800.00600680060¢088808¢8504
}0.0.0.8.0.0%6.4.010.0:0.9.¢:0.0.0.00.0.9.8,0.8.6.8¢0.6.68.¢64¢8

D 0.6.0.0.0.610.9.0.6.0.$0.668¢608¢0006880080000¢
D6.6.0.0.0.0.0.4.6.8.6.9.666.9.0.00988¢8600884¢4,
}8.8.0.0.0.3/6.6.¢.0.6.¢.¢.9890008.60680.00¢6¢4

bi9.5.6.0.0.6.80. 60806068000 8080080 64
0.0:0.8.0.0.0.6.¢.80.4000800468080863$4
0.89.8.6.4.4.6.0.6.6.0.08.9008904¢9¢064

b0 $.0.6.0.0.9.9.0.6.8.¢.400¢08 80094

D.0.8.0.8.4.6.4.8.0.69.040.¢8044 ¢4

WX XXIOCOOOUH RN AR

KEXHEAXK KK KA KA KKK

0.9.0.8.4.4.0.6.6.68808:

b,0.8.6,8.0.8.6.4.¢9,0.9

HXXKXXXAAXX

}09.¢.9.6.4.¢,¢.4 ".llllll"'ll:
KXHXXHX

XUXXX

XXX

XXXXX

XXXXXXX

XXXXXXXXX
ANXANAXAXXX
.0.4.9.4.4.8,0.9.¢.¢.¢.84
XXX XXAX XX XX XXX
AAXX AKX XA XX XXXXXK
KEEXX XXX XU XK KAXXKXK

XXXEXKA XXX XAXERXAXKXXX

P 9.0.8.0.0.9.0.6.4.0.0060.980.844 004

XAXAAXXKXAX KX KR XA XK XA XK AXX

PO 000.0.6.0.6.8.008.80880080648060]

1 9.9.0.0.0.80.8.66066880808690989.6809]
9.9.9.9.6.6.0.9.0.6.0.6.0.96,¢.6,8¢6¢5¢$060868]
$.0.0.9.0.6:4.6.0.0.6.0.0900.90.0.6.0.08¢¢08080008

P 0.6.0.0.0.4.0.¢.0008 0900085909004 ¢5 086808

P4 0.94:9.6.0.90.6009¢9096¢60900¢000000$40)

P 0:9.9.9.0.0.0.0.0.9.660006.8.800006¢.60880008.680848)
10.6.9.6.0.0.0.0.0,0.0.9.0.68.¢.6.6¢.6900.¢668996¢808688869,

P 0.019.0.0.0.0.0.8.0,0.6,0.0.0.0.0.9.0.0.0.0.0.0.6.6.0.9.696.8¢.040098684
1.0:6.0.9.0.0.0.0.8:0.6.8.0¢,0.0:6.0.0.80080.¢.600006068¢80968008¢
$19.9:0.6.0.9.0.6.0.0.6.0.6.0.0.8.6.0.0.8.0.0.0.0.¢.9,6,$0.9.¢06.80.8¢84040¢0¢0

D 816.0:0.0.8.0.8.60.6.6.9..60.0.0.6.4.66.0.6¢9.66¢00.96068¢808006046004
b16:0.0.0.6.0.6.0.0.8.0.9.0.0.0.0.0.89.0.0.9.6.8:0.8.0.80.0.46.099.60863.900000¢08¢



B Registers

This appendix describes the DEMNA registers that are useful for
troubleshooting problems that may occur during installation. Table B-1
summarizes these registers. Table B-2 explains the acceas types for these
registers, as well as the bit types for the registers. Each register is then

described in detail.

Table B-1 Registers Useful During Installation—Summary

XMi

Name Mnemonic Address Type'  Description

Device XDEV bb + 0 RO Indicates the XMi node’s device
type and device firmware
revision level.

Bus Error XBER bb + 4 RW Records XMI bus errors and
loopback errors.

Power-Up Diagnostic XPUD bb + 10C RO Indicates whether self-test has
completed and which tests in
the self-test passed.

Failing Address XFADR bb + 8 RO Provide information on failing

Failing Address XFAER bb + 2C RO XMI transactions initiated by the

Extension DEMNA.

Gate Array CSR GACSR None - Provides status on the gate

array. This register is part
ot the fatal error bloeck and
nonfatal error block, which
are described in the DEC
LANCcontroller 400 Technical
Manual.

' With respect to the port driver




Registers

Table B-2 Abbreviations tor Bit Types

Abbreviation

Definition

0

1

X

RO
RW
RWiC

Initialized to logic level zero
Initialized to logic level one
Initialized to either logic state
Read only

Read/write

Read/cieared by writing a 1
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Registers

Device Register (XDEV)

Device Register (XDEV)

The Device Register identifies the DEMNA device type, hardware revision,

and EEPROM firmware revision. The device type for the DEMNA is 0C03
(hexadecimal).

The port loads the Device Register on power-up or reset. The port driver
reads the Device Register to determine the module device type before
attempting to initialize the port.

ADDRESS

Nodespace base address + 0

at 16 15 0
Device Revision Device Type
msb-0343-89
BITS<31:16>
Name: Device Revision
Mnemonic: DREY
Type: RO. 0

Indicates the devi:e revision of the DEMNA. The hizh-order byte

of the field is the hardware revision number, which indicates the
functional revision of the hardware. This is identical to the hardware
functional revision indicated on the module label. The low-order
byte of the field is the revision number of the loaded firmware. If
the EEPROM firmware is loaded (which is normally the case), the
firmware revision field indice ‘es the EEPROM firmware revision.
However, if the EPROM firmware is loaded (which occurs if the
EEPROM fails selftest), the firmware revision field indicates the
EPROM firmware revision.
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Registers

Device Register (XDEV)

The hardware revision field is decoded as follows for the first 10
hardware revisions of the DEMNA. Note that letters G and I, as well
as their corresponding co'=3, are skipped.

Code (hex)

Hardware Revision Level

01

02
03
04
05
06
o8
0A
o8
oC

~ X &CITMOO T >

The firmware revision field is decoded as follows for the first 10
EEPROM firmware revisions for a given hardware revision level.

Code (hex) EEPROM Firmware Revision Level!
01 0}
02 02
03 03
04 04
05 05
06 06
07 07
08 08
09 09
0A 10

Note that the firmware revision levels of both the EEPROM and the
EPROM are zeroed when the hardware revision level changes.
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Reglsters

Device Register (XDEV)

Table B-3 shows how the Device Revisions field is encoded for the
first three firmware revisions of hardware revision F and for the first
firmware revision of hardware revision H.

Table B-3 Example of Device Revision Field

Hex Value Hardware Revision Firmware Revision
0600 F 0
0601 F 1
0602 F 2
0603 F 3
0800 H 0
BITS<15:0>
Name: Device Type
Mnemonic: XDEV
Type: RO, 0

A value of 0C03 (hex) indicates that the adapter is a DEMNA module.
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Bus Error Register (XBER)

Bus Error Register (XBER)

The Bus Error Register contains error status on a failed XMI transaction.
This status includes the failed command, commander ID, and an error bit

that indicates the type of error that occurred. This status remains locked
until software resets the error bit(s).
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Bus Error Register (XBER)

ADDRESS

Nodespace base aadress + 0000 0004

3130202827 2628 242322212010 1817 1615141312 1110 9 43210

0

l__ Enable MORE Protocol
Disable XM! Timeout
Enable Hexword Writes
Failing Commander 1D
Self-Test Fail
Extended Test Fail

. Node-Specific Error
Summary

Commander Errors

_ Transaction Timeout
Command NO ACK
Read Error Response
Read Sequence Error
No Read Response
Corracted Read Data
Write Data NO ACK

Responder Errors
Read/IDENT Data NO ACK
Write Sequence Error
Parity Error

Inconsistent Parity Error

Miscellaneous

Write Error Interrupt
XMI Fautt

Corrected Confirmation
XM Bad

Node Halt

Node Reset

Error Summary
meb-0344-89
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Bus Error Register (XBER)

BIT<31>
Name: Error Summary
Mnemonic:  ES
Type: RO. 0
ES represents the logical OR of the command error bits and the Self-
Test Fail bit in this register. Therefore, ES asserts when any error bit
asserts.

BIT<30>

Name: Node Reset
Mnemonic: NRST
Type: RW, 0

The host writes a one to NRST to cause the DEMNA to execute a
complete power-up reset. This sequence is similar to the response
caused by a real power-up sequence, which is triggered by the
assertion and deassertion of XMI DC LO L. The DEMNA asserts
XMI BAD L until the seif-test completes successfully. Nodes should
not access the DEMNA from the time it is reset until it complet=s
self-test (or the maximum self-test time is exceeded).

While the DEMNA is responding to nede reset, it does not access
other nodes on the XMI bus. In response to a real power-up sequence
(caused by XMl DC LO L), the NRST bit will be cleared. However,
when set by the hoet to cause a node reset, the bit remains set,
thus indicating to the DEMNA CVAX that the host issued a node

reset. The DEMNA self-test clears this bit once the node reset has
completed.



Registers
Bus Error Register (XBER)

EiT<29>
Name: Node Halt
Mnemonic:  NHALT
Type: RW, 0
The host sets NHALT to force the DEMNA to execute its halt
sequence. The halt causes the DEMNA to go into a quiet state and
retain a8 much state information as possible. Firmware execution
jumps to the initialization code in EPROM (Boot ROM), shuts down
the port, and loops on the NHALT bit. When the hoet clears NHALT,
the DEMNA executes its restart sequence, which is identical to the
power-up/reset sequence, except that the DEMNA does not execute its
self-test, clear its internal data link or error counters, or clear its fatal
and nonfatal error blocks.

BiT<28>
Name:; XMi BAD
Mnemor. XBAD
T-pe: RO, 1
The DEMNA does not use this bit.

BIT<27>

Name: Corrected Confirmation
Mnemonic: cC
Type: RWIC. 0

Thir bit sets when the DEMNA detects a single-bit CNF error. Single-

bit CNF errors are automatically corrected by the XCLOCK chip in
the XMI Corner.
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Bus Error Register (XBER)

BlIT<26>

Name: XM FAULT

Mnemonic: XFAULY

Type: RO, 0

The DEMNA does not use this bit.
BIT 25>

Name: Wirite Error Interrupt

Mnemonic: WEI

Type: RO. 0

The DEMNA does not use this hit.
BiT<24>

Name: Inconsistent Parity Error

Mnemonic: IPE

Type: RO, 0

The DEMNA does not use this bit.
BiT<23>

Name: Parity Error
Mnemonic:  PE
Type: RWI1C, 0

When set, indicates that the DEMNA has detected a parity error on
an XMI cycle.
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Bus Error Register (XBER)

BiT<22>
Name: Write Sequence Error
Mnemonic:  WSE
Type: RW1C, 0
When set, indicates that an XMI node attempting a write to the
DEMNA aborted the write transaction due to missing data cycles.
Only XM! responder nodes are required to implement thia bi* If not
implemented, nodes return zero.
BiT<21>
Name: Read/IDENT Data NO ACK
Mnemonic:  RIDNAK
Type: RW1C, 0
When set, indicates that a Read or IDENT data cycle (GRDn)
transmitted by the DEMNA has received a NO ACK confirmation.
BIT<20>
Name: Write Data NO ACK
Mnemonic:  WDNAK
Type: RWIC, 0
When set, indicates that a Write data cycle (WDAT) transmitted by
the DEMNA has received a NO ACK confirmation.
BiT<19>
Name: Corrected Read Data
Mnemonic: CRD
Type: RW1C, 0

When set, indicates that the node has received a CRDn read response.
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Bus Error Register (XBER)

BiT<18>
Name: No Read Response
Mnemonic:  NRR
Type: RW1C, 0
When set, indicates that a transaction initiated by the DEMNA failed
due to a read response timeout.
BiT<17>
Name: Read Sequence Error
Mnemonic:  RSE
Type: RWIC, 0
When set, indicates that a transaction initiated by the DEMNA failed
due to a read sequence error.
BiT<16>
Name: Read Error Response
Mnemonic:  RER
Type: RWI1C, 0
When set, RER indicates that a node hes received a Read Error
Response.
BiT<15>

Name: Command NO ACK
Mnemonic: CNAK
Type: RWIC, 0

When set, indicates that a command cycle transmitted by the DEMNA
has received a NO ACK confirmation caused either by a reference to a
nonexistent memory location or by a command cycle parity error.
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Registers

Bus Error Register (XBER)

BiT<14>
Name: Reserved
Mnemonic: None
Type: RO, 0
Reserved; must be zero.
BiT<13>
Name: Transaction Timeout
Mnemonic: TTO
Type: RW1C, 0
When set, indicates that a transaction initiated by the DEMNA ({ailed
due to a transaction timeout.
BiT<12>
Name: Node-Specitic Error Summary
Mnemonic: NSES
Type: RO.0
When set, NSES indicates that a node-specific error condition has
been detected. The DEMNA does not use this bit.
BiT<11>

Name: Extended Test Fail
Mnemonic: ETF
Type: RO. 0

This bit is not used by the DEMNA.
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Registers

Bus Error Register (XBER)

BiT<10>
Name: Self-Test Fail
Mnemonic:  STF
Type: RWI1C, 1
When the STF bit is set, indicating that the DEMNA has not passed
self-test, the DEMNA hardware asserts XMI BAD L on the XMI bus.
When the STF bit is cleared, indicating that the DEMNA has passed
self-test, the hardware clears the STF bit, thus causing the DEMNA
to deassert XMI BAD L.

BITS«<9:4>
Name: Failing Commander ID
Mnemonic: FCID
Type: RO
Bits <9:6> log the commander ID of a failing transaction during a
command cycle. The failing commander ID is recorded for command
errors detected by XBER bits <20> and <18:13>. Bits <5:4> indicate
the type of operation that failed: 00 = a failed peek or interrupt
operation; 01 = a failed datamove operation.

BiT<3>
Name: Enable Hexword Write
Mnemonic: EHWW
Type: RO, 0

The DEMNA does not use this bit.
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Registers

Bus Error Register (XBER)

BIT«<2>

Name: Disable XMl Timeout
Mnemonic: DXTO0
Type: RW, 0

This bit enables or disables the reporting of all XMI timeouts by a
commander. When this bit is set, the node will never encounter a No
Read Response (NRR) error or a transaction timeout (TTO) if retries
are disabled.

BiT<1>

Name: Enable MORE Protocol
Mnemonic: EMP
Type: RW, 0

When cleared, prevents the gate array from asserting the More signal
on the XMI bus. When set, enables the DEMNA gate array to assert
the More signal.

BITS<( >

Name: Reserved
Mnemonic:  None

Type: RO, 0
Reserved; must be zero.
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Reglsters

Power-Up Diagnostic Register (XPUD)

Power-Up Diagnostic Register (XPUD)

The XPUL Register displays the results of the DEMNA self-test, which
runs automatically on power-up or reset. After the self-test finishes, the
port driver can read the register and pass the register contents to higher-
level software that can determine which DEMNA components passed
gelf-test.

The XPUD Register is treated as follows:

* The DEMNA initializes the XPUD Register to all zeros on power-up
or reset.

°*  When a piece of DEMNA logic passes self-test, its corresponding bit in
the XPUD Register sets.

* If a piece of logic fails self-test, the corresponding bit remains cleared.

The XPUD Register of a DEMNA that passes self-test has a value of

FFFFCO0007 (if there are no error history entries) or FFFFC027 (if there
are error history enfries).
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Reglsters

Power-Up Diagnostic Register (XPUD)

ADDRESS
Nodespace base address + 10C

I 30202827 262524232221 2010 1A 17 1615 1413 6 5 43210

Os

. External Loopback
EEPROM Loaded
EPROM Loaded

Bad Diagnostic Patch
Table

f
% ‘ EEPROM Error History
s
|

| i irmware Initialize
! ! 1 F Initialized
|

Exists
XNAGA

' : Ethernet Subsystem
Lo Parity

| | LANCE

‘ . Shared Parity RAM
|

I

Shared RAM
, XNADAL Timeout Logic
i XNADAL Readback
| EEPROM
E | ENET PROM
' E | i CVAX
!
|

CVAX Parity RAM
CVAX RAM

Console UART Drivers
SSC

Diagnostic Register

_ o I ... CVAXInterrupt Lines
L A L ivew ... BootROM

. Self-Test Compiete

mgb-0345-69
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Ragisters

Power-Up Diagnostic Register (XPUD)

BiT<31>
Name: Self-Test Complete
Mnemonic: STC
Type: RO to port driver, 0
When set, indicates that the DEMNA self-test has completed and that
the contenta of the XPUD Register are valid. The register contents
are invalid when the bit is cleared.
BIT<30>
Name: Boot ROM
Mnemonic: None
Type: RO to port driver, 0
When set, indicates that the contents of the Boot ROM (also called the
EPROM) are valid.
BIT<29>
Name: CVAX interrupt Lines
Mnemonic: None
Type. +'O to port driver, O
When set, indi ates that the CVAX interrupt linee are not stuck
(always asserted) or being driven by onboard logic.
BiT<28>

Name: Diagnostic Register
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that all bits in the Diagnostic Register powered-up
to the correct state and can be read and written.
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Reglsters

Power-Up Diagnostic Register (XPUD)

BiT<27>
Name: SSC
Mnemonic: None
Type: RO to pont driver. 0
When set, indicates that the SSC chip can perform all its functions.
BiT<26>
Name: Console UART Drivers
Mnemonic: None
Type: RO to port driver. 0
When set. indicates that the console UART drivers are functioning
correctly.
BiT<25>
Name: CVAX RAM
Mnemonic: None
Type: RO tu port driver, 0
When set, indicates that the CVAX RAM is functioning correctly (that
is, passed the CVAX RAM march test).
BiT<24>

Name: CVAX Parity RAM
Mnemonic:  None
Type: RO to port driver, 0

When set, indicates that the CVAX parity RAM is functioning
correctly.
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Reglsters

Power-Up Diagnostic Register (XPUD)

BiT<23>

Name: CVAX

Mnemonic: None

Type: RO to port driver, 0

When set. indicates that the CVAX chip is functioning correctly.
BiT<22>»

Name: ENET PROM

Mnemanic: None

Type: RO to port driver, 0

When set, indicates that the contents of the ENET PROM are valid.
BiT<21>

Name: EEPROM

Mnemonic: None

Type: RO to port driver, 0

When set, indicates that the contents of the EEPROM are valid.
BiT<20>

Name: XNADAL Readback

Mnemonic: None

Type: RO to port driver, 0

When set, indicates that the address latches and bus transceivers

for the gate array/DEMNA memory bus interface are functioning
correctly.
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Registers

Power-Up Diagnostic Register (XPUD)

BiT<19»
Name: XNADAL Timeout Logic
Mnemonic: None
Type: RO to port driver, 0
When set, indicates that the timeout logic for the gate array/ DEMNA
memory bus interface is functioning correctly.
BiT<18>
Name: Shared RAM
Mnemonic:  None
Type: RO to port driver, O
When set, indicates that the shared RAM is functioning correctly (that
is, passed the RAM march test)
BiT<17>
Name. Shared Parity RAM
Mnemonic: None
Type- RO to port driver, 0
When set, indicates that the shared parity RAM is functioning
correctly
BIT<16>

Name: LANCE
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the LANCE chip can perform all its
functions.
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Registers
Power-Up Diagnostic Register (XPUD)

BiT<i15»

Name Ethernet Subsystem Parity

Mnemonic: None

Type: RO to port driver, 0

When set, indicates that the parity circuit in the Ethernet subsystem

is functioning correctly.
BiT<14>

Name: XNAGA

Mnemonic: None

Type. RO to port driver, 0

When set, indicates that the gate array can perform all its functions.
EIRETIERE AR M A N S -
BITS<13:6>

Name: Reserved

Mnemonic: None

Type: RO to port driver, 0

Reserved; must be zeros.

. - o ]

BIT<5>

Name: EEPROM Emor History Exists
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the EEPROM error history has one or more

entries. When cleared, indicates that there are no entries in the
EEPROM error history.
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Registers

Power-Up Diagnostic Register (XPUD)

BiT<4>

BiT<3>»

Name: Bad Diagnostic Patch Table
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the diagnostic patch table in EEPROM is
invalid. When cleared, indicates that this table is valid.

Name. EPRCM Loaded

Mnemonic: None

Type: RO to port driver, 0

When set, indicates that the contents of the EPROM have been loaded
into CVAX RAM. The EPROM contains a subset of the EEPROM code.
If the EEPROM fails gelf-test, the contents of the EFROM are loaded

into CVAX RAM. The EPROM code provides enough functionality

for the CVAX to run diagnostics, update the EEPROM, and perform
transmit and receive operations.

BiT<2>»

Name: EEPROM Loaded
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the contents of the EEPROM have been
loaded into CVAX RAM. The EEPROM contains the operational
firmware for the DEMNA.
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Reglsters

Power-Up Diagnostic Register (XPUD)

BiT<i>
Name: External Loopback
Mnemonic: None
Type: RO to port driver. O
When set, indicates that the DEMNA is connected to a live Ethernet
or a loopback connector and that the external loopback test has
passed.
BiT<0>
Name: Firmware Initialized
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the DEMNA firmware is initialized.
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Registers

Failing Address Register (XFADR)

Failing Address Register (XFADR)

The Failing Address Register logs address and data length information
associated with a failing XMI transaction. The register is locked when

any of the following bits in the Bus Error Regiater (XBER) sets (these are
commander errors):

Write Data NO ACK (WDNAK), XBER<20>
No Read Response (NRR), XBER<18>

Read Sequence Error (RSE), XBER<17>
Read Error Response (RER), XBER<16>
Command NO ACK (CNAK), XBER«16>
Transacticn Timeout (TTO), XBER<13>

The XFADR is unlocked (free to latch new information) when the XBER
bits that lock the register are cleared. If none of the above listed errors
has occuired, the XFADR contains the address and data length of the last
XMI transaction.

ADDRESS

N3I0W

Nodespace base address + 8

Failing Address

Failing Address Length

msb-0346-89
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Registers

Failing Address Register (XFADR)

BITS«31:30>
Name: Failing Length
Mnemonic:  FLN
Typs: RO. 0

FLN logs the value of XMI D«<31:30> during the command/address
cycle of a failed XMI commander transaction. FLN loads on every
C/A cycle issued by the DEMNA. It locks only after all retries of the
transaction fail, and it unlocks when the error that caused the lock is
cleared.

XMI D«<31:30>, the Length field, is used to define the number of
words in the XMI data transfer. The table below showsa the Length
field coding. Longword-length transactions are used only in 1/0 space.
Quadword-, octaword-, and hexword-length transactions are used
only in memory space. Hexword lengths are used only for Read or
Interiock Read transactions.

XMI D<31:30> L

Logic Level
31 30 Size
0 0 Hexword
0 1 Longword
1 0 Quadword
1 1 Octaword
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Registers

Failing Address Register (XFADR)

BITS<29:0>

Name: Failing Address
Mnemonic:  None
Type: RO, 0

The Failing Address field logs the value of XMI D<29:0> during the
command cycle of a failing transaction. Failing Address loads on
every C/A cycle issued by the DEMNA. It locks only after all retries
of the transaction fail, and it unlocks when the error that ca. sed the
lock is cleared.

XMI D<29:0> defines the address of an XMI read or write transaction.
If an XMI transaction has a 40-bit address, the XMI D bits decode to
the address as follows:

A<39> XMI D<29>
A<38:29> XM D<57:48>
Ac28:0> XMI D<28:0>

The number of significant bits in the address depends on the
transaction type and length.
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Registers

Failing Address Extension Register (XFAER)

Failing Address Extension Register (XFAER)

XFAER logs the address extension, command, and mask information
associated with a failed XMI commander transaction. The register is
locked when any of the following bits in the Bus Error Register (XBER)
gets (these are commander errors):

* Write Data NO ACK (WDNAK), XBER<20>
® No Read Response (NRR), XBER<18>

* Read Sequence Error (RSE), XBER<17>

* Read Ertor Response (RER), XBER<16>

¢ Command NO ACK (CNAK), XBER<«15>

* Transaction Timeout (TTO), XBER<13>

XFAER is unlocked (free to latch new information) when the XBER bits
that lock the register are cleared. If none of the above listed errors has
occurred, the XFADR contains the command code, address extension, and
mask of the last XMI transaction.

ADDRESS
XM! nodespace base address + 2C
N 2827 26 25 16 15 0
Os
L__,~,_.____ ——. Mask
e e oo . Address Extension

e - _ Failing Command

msb-0347-89
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Registers

Failing Address Extension Register (XFAER)

BiTS<31:28>
Name: Failing Command
Mnemonic:  FCMD
Type: RO, 0

FCMD logs XMI D<63:60> during the C/A cycle of a failed XMI
commander transaction. FCMD is louaed on every C/A cycle issued by
the DEMNA but locks only if the transaction fails and unlocks when
the error that caused the lock is cleared.

XMI D<63:60> is the Command field. The Command field specifies
the transaction being initiated in the command cycle. The table below
shows how the Command field is encoded.

XM D<63:60> L

Logic Level
63 62 61 60 Command Mnemonic
0 0 o 0 Reserved
0 0 0 1 Read READ
0 0 1 0 Interlock Read IREAD
0 0 1 1 Reserved
0 1 0 0 Reserved
0 1 0 1 Reserved
0 1 1 0 Unlock Write Mask UWMASK
0 1 1 1 Write Mask WMASK
1 0 0 0 Interrupt INTR
1 0 0 1 Identy IDENT
1 0 1 0 Reserved
1 0 1 1 Reserved
1 1 0 0 Reserved
1 1 0 1 Reserved
1 1 1 0 Reserved
1 1 1 1 Implied Vector Interrupt IVINTR

B-29



Registers

Failing Address Extension Register (XFAER)

BITS<27:26>
Name: Reserved
Mnemonic: None
Type: RO, 0
Unused; must be zero.
BiITS«<25:16>

Name: Failing Address Extension
Mnemonic:  None
Type: RO, 0

Failing Address Extension logs XMI D<57:48> during the C/A cycle
of a failed XMI commander transaction or bits <38:£49> of the address
specified in the transaction fur DMA reads and writes.

Failing Address Extension is loaded on every C/A cycle issued by the
DEMNA but locks only if the transaction fails and unlocks when the
error that caused the lock is cleared.

XMI D<57:48> are the extended portion of the XM! address. If an
XMI transaction has a 40-bit address, the XMI D bits decode to the
address as follows:

A<39> ¥MI D<29>
A<38:29> XMl D<57:48>
A<28:0> XMi D<28:0>
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Registers

Failing Address Extension Register (XFAER)

BITS<15:0>

Name: Failing Mask
Mnemonic: None
Type: RO, 0

Failing Mask logs XMI D<47:32> during the C/A cycle of a failed XMI
commander transaction or the write mask for DMA writes. The field
is undefined for other transactions.

Failing Mask is loaded on every C/A cycle issued by the DEMN: but
locks only if the transaction fails and unlocks when the error that
caused the lock is cleared.

XMI D<47:32> is the Mask field, which supplies byte-level mask
information for the XMI Write Mask and Unlock Write Mask
transactions. During nonwrite transactions this field is a "don’t
care,” but proper parity is still generated (sce Figure B-1).

The maximum length of a write transaction is an octaword, which
requires 16 mask bits in the upper longword of the command. The
mask bits define which bytes of the following write data cycles are to
be written to the specified locations. For longword- and quadword-
length writes, the unused mask bits (D<47:36> L and D<47:40> L,

respectively) are unspecified and are ignored by responders, other
than to check panty.

Figure B-1 Mask Field Bit Assighments

47

46 45 44 43 42 41 40 39 38 37 36 35 34 33 32

15

14 |13 j12 {11 |10 9 8 7 6 5 4 3 2 1 0

I I

First QW [b? (b6 |b5 |b4 {b3 |b2 |bl |bO

b7

| | 0
bl |bo0O

Second QW

b6 |b5 |b4 |b3 |b2

63

(if octaword transaction)
0

B-31



Registers

Gate Array Contro! and Status Register (GACSR)

Gate Array Control and Status Register (GACSR)

The Gate Array Control and Status Register is used by the DEMNA
operational and diagnostic firmware to initia:ize the DEMNA gate array,
obtain gate array status, and to issue host interrupts. The GACSR is part
of the fatal error block and nonfatal error block, which are described in
the DEC LANcontroller 400 Technical Manual.



Registers

Gate Array Control and Status Register (GACSR)

ADDRESS
Not accessible over XMl bus

KA 2027 2825242122212018 1817 181514131211 100 A 7 6 § 0

L

‘ ‘ ‘ XMI CMD ID
Gate Array Busy
' ~ Interrupt Error
Abort Host Interrupt
. Interrupt Host
XMt interrupt Active
XCOMM REG WRT MSK
XPRR REG WRT MSK
XPC! REG WRT MSK
- XPCS REG WRT MSK
‘ a o - . XPCP REG WRT MSK
l XPD1 REG WRT MSK
| XPD2 REG WRT MSK
| FPARX
. LOOPBACK DM
C DM LOOPBACK BUF
’ . FORCE RSE
DISABLE RETRY
i , Reserved
Initialize Gate Array
LFSR ENABLE
. TLockout
A , .. - . BRLockout
i . Node D

i
|
|
|
%
|
|

meb-0357.88
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Registers

Gate Array Control and Status Register (GACSR)

BITS<31:28>

Name: Node 1D
Mnemonic: None
Type: RO

The physical node ID (XMI Node ID<3:0>) for the DEMNA.

BiT<27>
Name: RLockout
Mnemonic: None
Type: RO
When set, indicates that the XCI Receive Lockout line is asserted.
When cleared, indicates that this line is deasserted.
BiT<26>
Name: TLockout
Mnemonic: None
Type: RO
When set, indicates that the XCI Transmit Lockout line is asserted.
When cleared, indicates that this line is deasserted.
BIT<25>
Name: Linear Feedback Shift Register Enabie
Mnemonic: LFSR ENABLE
Type: RW, 0 after reset, unaffected by INIT

This bit is not implemented by the DEMNA.
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Registers

Gate Array Control and Status Register (GACSR)

BiT<24>
Name: Initialize Gate Array
Mnemonic: INIT
Type: RW, 0 after reset, unaffected by INIT
When set, causes the gate array to clear all its control logic, transfer
Ownership bits in the datamove and peek registers back to firmware
ownership, and clear most gate array registers (amde from the XMI
registers and port registers). This bit thus provides a way of resetting
the gate array without losing error information. The gate array clears
this bit when initialization is finished.
BiT<23>
Name: Reserved
Mnemonic:  None
Type: RW, 0 after reset, unaffected by INIT
Reserved; must be zero.
BiT<22>
Name: Disable Retry on NO ACKs
Mnemonic:  DISABLE RETRY
Type: RW, O after rezet, unaffected by INIT
When set, causes the gate array to indicate an error on the first NO
ACK rereived from the XMI
BiT<21>
Name: Force Read Sequence Error
Mnemonic:  FORCE RSE
Typse: RW, O after reset, unaftected by INIT

When set, causes GRD1 to be forced onto the XCI function lines when
the gate array is a responder and returning read data. This function
can be used in Loopback Peek or Datamove Read operations.



Registers

Gate Array Control and Status Register (GACSR)

BiIT<20>

Name: Datamove Loopback Buffer
Mnemonic: DM LOOPBACK BUF
Type: RW, ( after reset, unaffected by INIT

Used in conjunction with the Loopback Datamove bit in this register.
For loopback datamove transmits: When cleared, the DM LOOPBACK
BUF bit causes the gate array to use the first or second quadword in
the internal memory buffer, depending on the byte offset of the
datamove loopback address. When set, this bit causes the gate array
to use the third or fourth quadword in the internal memory buffer,
depending on the byte offset of the datamove loopback address. For
loopback datamove receives: When cleared, the bit causes the gate
array to use the first two quadword locations in the internal memory
buffer. When set, causes the gate array !> use the last two quadword
locations in the buffer.

BiT<19>

Name: Loopback Datamove
Mnemonic: LOOPBACK DM
Type: RW, 0 after reset, unaffected by INIT

When set, enables XMI loopback datamove transactions. When
cleared, disables such transactions.

BIT<18>

Name: Force Bad XMl Receive Parity
Mnemonic: FPARX
Type: RW, 0 after reset, unaffected by INIT

When set, disables XMI parity checking and forces bad receive parity
on XMI P<2>. Since the gate array checks parity on every XMI cycle
the Parity Error bit in the Bus Error Register (XBER) should be set
one cycle after the FPARX bit is set.
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Reglisters

Gate Array Control and Status Register (GACSR)

_ SR R

BiT<17>

Name: XPD2 Register Written Mask

Mnemonic: XPD2 REG WRT MSK

Type: R/W1C, 0 after reset, unaffected by INIT

When set, indicates thai Port Data Register 2 (XPD2) was written by

the host. The firmware writes a one to this bit to clear the bit.
BiT<16>

Name: XPD1 Register Written Mask

Mnemonic:  XPD1 REG WRT MSK

Type: RW1C, 0 after reset, unaffected by INIT

When set, indicates that Port Data Register 1 (XPD1) was written by

the host. The firmware writes a one to this bit to clear the bit.
BiT<15>

Name: XPCP Register Written Mask

Mnemonic:  XPCP REG WRT MSK

Type: R/WIC, 0 after reset, unaffected by INIT

When set, indicates that the Port Control Poll (XPCP) Register was

written by the host. The firmware writes a one to this bit to clear the

bit.
BiT<14>

Name: XPCS Register Written Mask
Mnemonic:  XPCS REG WRT MSK
Type: R/WIC, 0 after reset. unaffected by INIT

When get, indicates that the Port Control Shutdown (XPCS) Register

was written by the host. The firmware writes a one to this bit to clear
the bit.

B-37



Registers

Gate Array Control and Status Register (GACSR)

BiT<13>
Name: XPCI Register Written Mask
Mnemonic: XPC| REG WRT MSK
Type: R/W1C, O after reset, unaffected by INIT
When set, indicates that the Port Control Iritialize (XPCI) Register
was written by the host. The firmware writes a one to this bit to clear
the bit.

BiT<12>
Name: XPRR Register Written Mask
Mnemonic:  XPRR REG WRT MSK
Type: R/WI1C, 0 after reset, unattected by INIT
When set, indicates that the Part Ring Release (X PRR) Register was
written by the host. The firmware writes a one to this bit to clear the
bit.

BiT<11>

L

Name: XCOMM Register Written Mask
Mnemonic:  XCOMM REG WRT MSK
Type: R/WIC, 0 after reset, unatfected by INIT

When set, indicates that the XMI Communications (XCOMM) Register

was written by the host. The firmware writes a one to thie bit to clear
the bit.

BiT<10>

Name: XMI Interrupt Active
Mnemonic:  INTR ACTIVE
Type: RO. O after reset and INIT

When set, indicates that the gate array has received an ACK for an
interrupt that it sent to the host. The gate array clears this bit on
receiving an IDENT.
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Registers

Gate Array Control and Status Register (GACSR)

BiT<9>

Name: Interrupt Host
Mnemonic: INTR

Type: R/W, O after reset and INIT

After setting up the appropriate interrupt information in the gate
array, the firmware writes a one to this bit to initiate a host interrupt.
The gate array clears the bit when interrupt processing is finished.
The firmware can clear this bit only by resetting the gate array.

BiT<8>

Name: Abort Host Interrupt

Mnemonic:  INTAB

Type: RO, 0 after reset and INIT

The firmware writes a one to this bit to abort a host interrupt
in progress. The gate array clears the bit after the interrupt is
successfully aborted. The gate array will not issue another host

interrupt until the abort is completed. The firmware can clear this bit
only by resetting the gate array.

BiT<7>

Name: interrupt Error
Mnemonic:  INTR ERROR
Type: RWI1C, 0 atter reset, unaffected by INIT

When set, indicates that a host interrupt issued by the gate array
experienced an error. The following errors can cause this bit to set:

a transaction timeout, an IDENT coming back at the wrong IPL, an
IDENT response that was NO ACKed, and an INTERRUPT command
that was NO ACKed on the XMI bus. The firmware writes a cone to
this bit to clear the bit.
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Registers

Gate Array Control and Status Register (GACSR)

BiT<b>

Name: Gate Array Busy
Mnemonic:  BUSY
Type: RO. 0 after reset, unuffected by INIT

When set, indicates that the gate array is busy processing a datamove
operation or peek operation. This bit is an OR of all the Ownership
bits in the datamove and peek registers.

BITS<5:0»

Name: XM! Command ID
Mnemonic: XMI CMD ID
Type: Ro

The last XMI command ID that was on the XMI bus.
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How to Convert an Ethernet Address to a DECnet
Address

An Ethernet address is converted to a DECnet address as follows:

1 Take the two low-order bytes of the Ethernet address and swap them
so that the low-order byte precedes the next-to-low-order byte.

Convert the hex value of the two bytes inte a decimal number.
Divide the decimal number by 1024.
The quotient is the DECnet area number.

The remainder is the DECnet node number.

o b W N

For example, the Ethernet address AA-00-04-00-00-26 is converted to a
DECnet address as follows:

1  Swap the two low-order bytes of the address to get the hex value 2600.
Convert 2600 (hex) to the decimal number 9728.

2
3 Divide 9728 by 1024 to get a quotient of 9 and a remainder of 512.
4 The DECnet area number is 9.

The DECnet node number is 512.

(4}

The Ethemet address AA-00-04-00-00-26 converts to DECnet address
9512, which references DECnet node 512 in DECnet area 9.
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D How to Modify Flags in EEPROM

This appendix describes how to modify three flags in the DEMNA
EEPROM. Two of these flags affect the operation of the console monitor
program. Table D-1 describes the flags.

NOTE

The DEMNA EEPROM contains additional flags and
parameters not described in this appendix. See the DEC
LANcontroller 400 Technical Manual for a description of
these flags and parameters.

Table D-1 EEPROM Flags

Name

Description

Enable Remote Beot

Enable Remote DEMNA. Consoie

Enable Promiscuous Mode

When set to Yes, enables the DEMNA to participate in remote
booting over the network. When set to No, disables this
function. See the DEC LANcontroller 400 Technical Manual for
turther information.

When set to Yes, enables the DEMNA console monitor program
to be accessed fiom a remote network node. When set to No,
denies access to the console monitor program from a remote
node.

When set to Yes. the DEMNA operates by default in
promiscuous mode. When set to No. the DEMNA does not
operate in promiscuous mode by default. (An application can
override a flag setting of No by starting up a promiscuous user.)

In promiscuous mode, the DEMNA receives all packets

on the network, regardless of a packet's destination. The
DEMNA console monitor program uses this information to
determine characteristics of the network traffic. If no users
defined to the DEMNA are enabled for promiecuous mode,
the DEMNA discards the packets not addressed to a DEMNA
user. Otherwise, the DEMNA delivers all received packets to
each DEMNA user for whom promiscuous mode is enabled.
(See the DEC LANcontroller 400 Technical Manual for further
information on DEMNA operation in promiscuous mode.)
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How to Modify Flags in EEPROM

The setting of the flags in EEPROM can be modified by running the
EEPROM Update Utility (EVGDB), which is a software diagnostic.
Table D-2 specifies the distribution media for EVGDB for VAX 6000 and
VAX 9000 systems.

Table D-2 Distribution Media for EVGDB

System Tape Name Yape Part Number
XAX 6000 Model  VAX 6200 Console Tape AQ-FJ77B-ME
XX
XAX 6000 Model  VAX 6300 Console Tape AQ-FK60A-ME
XX
VAX 6000 Model VAX 6400 Console Tape AQ-FK87A-ME
4xx
VAX 9000 VAX9000 CNSL + UCODE Tape AQ-PAKJA-ME

EVGDB can be run under the VAX Diagnostic Supervisor (VAX/DS) or
under the VAX/VMS operating system. Step 1 of the following procedure
indicates how to run EVGDB under VAX/DS. Step 2 indicates how to run

EVGDB under the VAX/VMS operating system.

Use the following procedure to modify the flags in EEPROM:
1 To run EVGDB under VAX/DS, do the following:

a. Invoke the console prompt by typing on the system console.

b. Boot the VAX Diagnostic Supervisor (VAX/DS) with the console
BOOT command. See the system Owner’s Manual for a
description of this command. The following is the BOOT command
used on a VAX 6000 system:

>>>BOCT/XMI:n/BI:x /R5:10 CSAl

where:

n is the XMI node number of the DWMBA (XMl-to-VAXBI
adapter)

x 18 the VAXBI node number of the ~ontroller for the boct
device

The following is the BOOT command used on a VAX 9000 system:
>>>B VDS [RETTRN]
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How to Modify Flags in EEPROM

See the VAX 9000 Family System Maintenance Guide, Vol. 2 for
further information on booting VAX/DS on a VAX 9000 system.

¢. To run EVGDB under the VAX/VMS operating system, do the
following:

a. Log into the field service account, or, at the system prompt,
enter the following command:

SSET DEFAULT SYSSMAINTENANCE

b. Run the VAX Diagnostic Supervisor (VAX/DS) with the
following command:

SRUN filename

where filename i8 the executable VAX/DS file as follows:

VAX System VAX/DS Flle
6000 Model 2xx/3xx ELSAA
6000 Model 4xx ERSAA
9000 EWSAA

d. The VAX/DS header is displayed. The following VAX/DS header is
displayed on a VAX 6000 Model 2xx/3xx system:

VAX DIAGNOSTIC SOFTWARE
PROPERTY OF
DIGITAL EQUIPMENT CORPORATION

***CONFIDENTIAL AND PROPRIETARY***

Use Authorized Only Pursuant to a Valid Right-to-Use License
Copyright, Digital Equipment Corporation, 1989. All Rights Reserved.

DIAGNOSTIC SUPERVISOR. ZZ-ELSAA-11.7-870 1-JAN-1989 00:00:28

e. On a VAX 6000 system, enter the following commands at the
VAX/DS prompt (DS>):

DS»LOAD EVGDB
DS>ATTACH DEMNA HUB EXm0 n

DS>SELEC™ ALL
DS>STAR CTION=PARAM
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How to Modify Flags In EEPROM

where:

m 18 the unit number of the DEMNA. The DEMNA with the
lowest XMI node number is unit A, the DEMNA with the
second lowest XM! node number is unit B, and so on.

n 18 the XMI node number of the DEMNA

f. On a VAX 9000 system, enter the following commands at the
VAX/DS> prompt:

DS>LCAD EVGDB

DS>ATTACH XJA HUB XJAx x
DS>ATTACH DEMNA XJAXO EXmO n

DS>SELECT ALL ([RFT RH]
DS>START/SECTION=PARAM

where:

m 18 the unit number of the DEMNA. The DEMNA with the
lowest XMI node number is unit A, the DEMNA with the
second lowest XMI node number is unit B, and so on.

n is the XMI node 1D of the DEMNA

x18 the XJA unit number (0-3)

g.- When run in standalone mode, EVGDB runs the DEMNA self-test
to verify the module operation. If self-test fails, EVGDB prints an
error message and continues.

Frogram EVGDB - DEMNA EEPROM Update Utility, revision 1.1, 6 tasts,
at 15 06 S0 29

Testing  EXAO

Initiating DEMNA self-tesnt, wait 10 Jseconds. ..

h. EVGDB asks you to verify that the appropriate key switch on the
front panel is set to the Update position.

Please insure that Front Panel Switch i=s in Update position.
Ready [ {(Yes), NoJ)

If the key switch is set to Update, answer Yes. If the key switch is
not set to Update, set it to Update before answering Yes.
NOTE
On VAX 8000 systems, the Service Processor Access
switch on che operator control panel must be set
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to LOCAL/SPU or REMOTE/SPU. Then issue the
following command to enable EEPROM updating:

SET XMI UPDATE/XMI:n ON
where n is the XMI card cage number (0-3)

. EVGDEL then asks whether you want to clear the EEPROM error
log

Do you wish to clear the EEPROM error log? [(No), Yeas]
Normally, you should not clear the EEPROM error log.

j- EVGDB displays the firmware revision number and date, the
module seral number, and the default settings of the parameter
flage in EEPROM.

Reading parameters from EEPROM...

EEPROM firmware rev: 0601 04-APR~-1990

DEMNA Serial Number: *SG909T1488*

Enable Pemote Boot? {Default = No) N
Enable Remote DEMNA consocle? (Default = Yes) Y
Enable Promiscuous Mode? {(Default = Yes) Y

k. EVGDB asks whether you want to modify any of the flag settings.
Do you wish to modify any of these parameters? [ (No), Yes]

I. If you answer No, the program prints the following message and
then exits to the VAX/DS prompt (DS>):

No parameter changes made.
. End of run, 0 errors detected, pass count is 1,
time is 2-NOV-1989 11:14:58.77
DS

If you answer Yes, EVGDB prompts you for the desired setting for
each of the three flags:

Enable Remote Boot? (Default = No) [ (No), Yes)
Enalrle Remote DEMNA console? (Default = Yes) [(Yes), No)
Enable Promiscuous Mode? (Default = Yes) [ (Yesa), No)

Set the flags according to the customer’s requirements.

m. The program asks twice whether you really want to modify the
flag settings as you have indicated.
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OK to modify EEPROM parameters? [(No), Yes] Y

Are you saure? [((No), Yes]
If you want to modify ¢1e parameters, answer Yes to both prompts.

n. EVGDB writes the modified flag settings to EEPROM and exite to
the VAX/DS prompt (DS>):

Writing new parameters to EEPROM...
. End of run, 0 errors detected, pass count is 1,
time is 2-NOV-1982 11:14:17.08
DSs>

0. Exit VAX/VDS.
DS>EXIT

p. If you are on a VAX 6000 system, set the key switch to its former
position (Halt or Auto Start). If you are on a VAX 2000 system,
issue the following system console command to disable EEPROM
updating:

SET XMI_UPDATE/XMI:n OFF

where n is the XMI card cage number (0-3)

and then set the Service Processor Access switch to the
appropriate position.
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E Device Type Codes for XMl Modules

Table E-1 lists the device type codes for XMI modules available at the

printing of this manual.

Table E~1 Device Type Codes for XMl Modules

Code Device Function

0C03 DEMNA Ethernet/802 controller

0CO05 CIXCD Cl Interface adapter

0Cc22 KDM70 Disk and tape controller

1001 XJA XMi-to-SCU adapter

2001 DWMBA/A XMI-to-VAXBI adapter (unmapped)
2002 DWMBB/A 4+3.3V XMi-to-VAXBI adapter (mapped)
4001 MS62A Memory module

8001 KAB2A VAX 6000 Model 200 CPU

8001 KA628 VAX 6000 Model 300 CPU

8081 YNSBA/A DECsystem 5800 CPU

8082 KAG4A VAX 6000 Model 400 CPU
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F Ethernet Protocol Types

Table F-1 lists the only cross-company (universally administered)
Ethernet protocol type. Table F-2 lists the Ethernet protocol types
assigned by Digital.

Table F-1 Cross-Company Ethernet Protocol Type

Protocol Type Description
90-00 Ethernet loopback

Table F-2 Digitai's Ethernet Protocol Types

Protocol Type Description

60-01 DNA Dump/Load (MOP)
60-02 DNA Remote Console (MOP)
60-03 DNA Routing

60-04 Local Area Transport (LAT)
60-05 Diagnostics

60-06 Customer use

60-07 System Communication Architecture (SCA)
30-38 Bridge

80-38 VAXELN

80-3C DNA Naming Service

80-3D CSMA/CD Encryption

80-3F LAN Tratfic Monitor

80-40 NetBios emulator (PCSG)
80-42 Reserved

The protocol types 00-00 through 05-DC are reserved so that 802.3 format
frames can be distinguished from Ethernec format frames. Use of these
protocol types in Ethernet format frames is incompatible with correct
operation of the CSMA/CD Data Link.
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p0.8.0.0.0.0.0.0.0.04¢.96.0800680900464

D 0.0.0.9.8.0.8.90.0.6 60800 006889000.8084

XXAXAX KA XA XXX AXX KK XK XX AXXXXXKEX
9.6.9.8.0,9.$,00.08:08898086004464804804844
f0.9.6.0.6.9.0,0.0.00.46.0.0466¢60 0888008008684

0 0.0.6.0.0.6. 0100008800000 084808088¢886080084

P .0.0.0.0.8.9.0.0.60.000660600¢600.¢0 8660088889484

P 0.0.0.660.08.06.00084$.0.66806¢008080600006¢80¢04

P00 4000000000080 00¢00080.80000 0880088848444

§ .09 0.0.6604680098 06000888009 800 4008 08600804600000!

1. 9.0.0.4.9.0.0.0.4.0,000.900.0.06¢640000080000060988¢80060004
$0.8.0.0.0.060900.3.08080806900.60088¢08000680888808.480¢66:
} 060000606 060000008 0609000000008 0868¢8036¢0¢6044004



Ethernet Addresses

Table G-1 lists the cross-coi::pany (universally administered) Ethernet
multicast addresses. Table G-2 lists the Ethernet multicast addresses
assigned by Digital. Table G—=3 lists the Ethernet physical addresses
assigned to Digital prototypes, parts, or units. Table G4 lists the address
blocks assigned to other organizations but used in Digital products.

Table G-1 Cross-Company Multicast Addresses

Multicast Address

Description

01-80-C2-00-00-00
01-80-C2-00-00-0X
01-80-C2-00-00-10

01-80-C2-00-00-11
01-80-C2-00-00-12
09-00-2B-00-00-04
09-00-2B-00-00-05
CF-00-00-00-00-00
FF-FF-FF-FF-FF-FF

IEEE 802.1d Bridge group address
IEEE 802.1d Reserved (always filtered by bridges)

IEEE 802.1d All LANs Bridge Management group
address

IEEE 802.1e Load Server group address
IEEE 802.1e Loadable Device group address
ISO 9542 End System Hello

ISO 9542 Intermediate System Hello
Loopback Assistance

Broadcast

Table G-2 Digital's Multicast Addresses

Multicast Address

Description

AA-00-00-01-00-00
AA-00-00-02-00-00
AB-00-00-03-00-00
AB-00-00-04-00-00
AB-00-04-00-XX-XX
AB-00-04-01-XX-XX
09-00-28-00-00-02

DNA Dump/Load Assistance (MOP)

DNA Remote Console (MOP)

DNA Level 1 Routing Layer routers

DNA Routing Layer end nodes

Customer use

System Communication Architecture (SCA)
VAXELN



Ethernet Addresses

Table G-2 (Cont.) Digital's Muiticast Addresses

Multicast Address Description
09-00-2B-00-00-03 LAN Traffic Monitor
08-00-2B-00-00-06 CSMA/CD Encryption
09-00-2B-00-00-07 NetBios Emulator (PCSG)
09-00-28-00-00-0F Local Area Transport (LAT)
09-00-2B8-01-00-00 All bridges
09-00-28-01-00-01 All local bridges

09-00-2B8-02-00-00 DNA Level 2 Routing Layer routers
09-00-2B-02-01-00 DNA Naming Service Advertisement

0¢-00-2B-02-01-01 DNA Naming Service Solicitation

R R R R -

Table G-3 Digital's Physical Addresses

Physical Address Description

AA-00-04-00-XX-XX
AA-00-03-00-XX-XX
AA-00-03-01-XX-XX
AA-00-03-02-XX-XX
AA-00-03-02-00-00

AA-00-03-03-XX-XX

DECnet Phase |V station addresses
UNA prototype

DEUNA products

Miscellaneous assignments
H4000-TA Ethernet Transceiver Tester
NI20 products

08-00-2B-0X-XX-XX
08-00-28-1X-XX-XX
08-00-2B-22-00-00

PROM 23-365A1-00
PROM 23-365A1-00
Bridge management

Table G4

Other Physical Addresses

Physical Address

Description

00-00-69-02-XX-XX

DTQNA, Concord Communications inc.

—_—



D08 0008036808 ¢80.880000808¢80803¢0800000054480846040¢4
R0 800,0.0,¢.80.00.0.093¢¢8¢0000860008968004008080.80¢9044

P 6.0.0. 8900888060 0806868008000608008808889¢009804044

PO 000000000000 8880808006808000800460040¢8648094;4

B2 0.0.0.0.6.096.608080.¢¢806¢00:60808¢00640064603949,4
KOO0 KKK KOOOCOOOOOOOOOOCHX U XK KX XK XXX
OO0 60.¢.8.6.0.0.0.0.¢.8¢60.0.800.06¢.86.9060660.904¢4
B10.8.0.0.0.8.0.6.0.3.0,6.0.88888.0004660.60460¢6006¢0¢
80.0.0.0.8,0.5.0.0.0.80.8080.8009.3¢649¢80.08¢0¢4
18:9.0.0.8.2.0.9.6,5.0,8.0.9.9.$.96¢860.680.60.464348¢]
,8.2,0.9.0.8.9.9.0.8.0,8.9.3.0.86.$.09690808¢84¢]
18.9.0.0.0.9.9.9.0,0.9.860.5$0868¢548038 0.6
9.8.0.0.6.3.4.8.8,8.8.¢0.0086008¢8446484

P 000000888040 08000084¢004
9.6,0.9.0.8.¢.8.0.8.6.9.0.8,06¢80¢0]
6.9.4.8.0.8.4.9.68.0¢80680049.4¢1

HERXXRKKEH X AAXAIAX

10.0.:0,8.9.810.0.¢.9.0.9 04444

HEAXKHX XX XK KA KX K

. 8.88.0.9:4.9.¢.¢.¢6.¢

19.9,0.9.0,8.0.96 ¢4

KKKHKKKXK

10,848,491

KUHXX
0.4 ¢

X

X

XXX

XXXXX

XXXXXXX

XKEXAXAXXX

XXXXKHXA. XX
XXAX XX XX XXKXX

XA XX KA XAXX XA XXX

XX KX KXX AKX KX NXX
XAXAXXXUAAR XK KL XA KKK
KAXXEXAX XK XX XK XXXKKXX
,0.6.0.9.0.0.6.0.0.¢.¢.4.0.04¢.99.46¢¢4
XXXXXXXKX XX XX AR KAXXXXKXNXX

XX RXXARX KA XK XX KX XX KA XX XK A
b19.9.6.0,60.99 60488008006 80808445444

100 0.0.0.8.0.80.008488608000¢0849060¢44
}0.0.6.6.6.8,0.0.606806900.6468800060000488¢

$9.9.8.6.8.6.0.8.68.90.680$066609.0.¢8606¢004$094

PO S0 88000080808 000.8 0860080548684
1.0.8.6.9:0.0.0.0.8.8.8.800.69.0000606.006 8888080046840

P 0.0.0.0.0.8.0.80.0.0.0.0.80.9.40.08.0489008 6600400846044
$0.0.0.8.0.0.8.8.¢.8.¢.0.58900.00080440¢46486088066084643!

. 0.9.0.8.0.0.0.5.0008 0898690808888 0000406888086884041
$9.9.9.0.0.0.0.6.0.00,0.8.8.6,06.0.6.8.0.8.¢888980008690.00.840204¢664
F0.0.0.0.4.8,6.00.8.¢.0.6909606890060868988868¢006508568080¢1
DO 6.9.8.0.0.6.00.6890.0900909860¢0¢80808000.6800068480.0¢81044



H SAP Assignments and SNAP Protocol ID
Assignments

Table H~1 lists the cross-company (universally administered) SAP
assignments. No SAPs are assigned by Digital. Table H-2 lista the SNAP
protocol IDs (PIDs) assigned by Digital. There are no cross-company
(universally administered) SNAP PiDs.

Table H-1 Cross-Company SAP Assignments

SAP Description

03 LLC sublayer management function group SAP (IEEE 802.1b)

FF Globa! DSAP

00 Null SAP

02 LLC sublayer management function individual SAP (IEEE
802.1b)

06 ARPAnet IP

OE PROWAY (IEC 955) network management and initialization

42 IEEE 802.1d (ISO 10038) transparent bridge protocol

4E EIA RS-511 Manufacturing Message Service

7E ISO 8208 (X.25 over IEEE 802.2 type 2 LLC)

8E PROWAY (lEC 955) active station list maintenance

AA SNAP SAP

FE ISO Network Layer entity

Tabie H-2 Digital’'s SNAP Protocol IDs

Protocol ID Description

08-00-2B-60-01 DNA Dump/Load (MOP)
08-00-2B-60-02 DNA Remote Console (MOP)
08-00-2B-60-03 DNA Routing
08-00-28-60-04 Local Area Transport (LAT)



Table H-2 (Cont.) Digital's SNAP Protocol IDs

Protocol ID Description

08-00-2B-60-05 Diagnostics

08-00-2B-60-06 Customer use

08-00-2B-60-07 System Communication Architecture (SCA)
08-00-2B-80-38 VAXELN

08-00-2B-80-3C DNA Naming Service

08-00-2B-80-3D CSMA/CD Encryption

08-00-2B-80-3F LAN Traffic Monitor

08-00-2B-80-40 NetBios emulator (PCSG)

08-00-2B-80-00 MOP LAN Loopback protocol




b0 0.0.9.6.8.0.8.6.0.08660.60 060086000 00480908¢8050008¢84808044
PO D OGO O P08 0000000806008 08680000800000000¢800¢8]

$ O 00.0.0.09.800.0.680.00.6006¢806498¢0600880¢00860¢000¢4¢6¢3,4

P00 0.63.0.8.0:0.00.0.8.030.8080.80890.09.0.80080889¢¢¢8¢081
PEF00.0.8080.8.0.0.0,8886$00080¢90800080808¢09048¢04
0.0 0¢.00.9.0:9.0.80.8.06.0.460060063 7868088080889

6 8.0.0.0.8.0.5.0.8.0.8,6¢06066000608900908¢80004:

1690, 8:9.0,0.010.8.0.80.6090060600000060600888

008 0.0.6,0.0.8.0.9.4,8.00.0.0,000.600000808¢4640061

IO 8100000088 08.68¢806860900808 6806064
0.8.6.0.4,8.¢.8.618.¢.4.99.¢.$,8¢.086800680934

b 0.8.0.06.8,060.0 68:0¢6¢886¢600003.094

D 014:0.8.0.8.¢.8.8.8.08.08¢48088044.480894

P 0.00.0.0.0.9.0.0169,8908680046¢04

1 4.6.0.0.9.0.0.9.0.0.8.806458046088]

P O1014.9.9.8.0.9,0.4.£60.$.¢6.0.09 651

P60 8.0.8.0.8.9.8.0.¢8.¢8.6¢0]

HARKKANK KK KR RN AKX

1:0.6.4:9.0.8.4.6.0.60 84

b 018.0.9.4.5.0,9.6.9.¢.9.3

}19.0.418,¢.8.0.4 4,84

XHOOHHANA

b10:8.0.9,4.8 4
KAXAX
XXX

X

X

XXX

XXXXX

KXKX XXX

XXXXXAXXX

EXXXAXXKXXX
XXX AR KX KXXXK

XA KHXKKANAAXAXAX
XAXKAXAX KX KX KX KXX
XXKAXXKXRXXRKXKXXKXXKXX
HAXA UK UK HX XX KA XKXXXKK
19.6.0.2.09.0.8.0.8 %4048 8.¢000¢d4
P9.6.9.0.0.0.90.06.¢0.0¢8088040004
DO 800808 0.8000608060 08849484
100.6.0.6.0.000.80.8.0.64.9.09080 09800444
§9.0.0.6.6.6.0000.090.80.80.006908848¢004

P E$.0.6.0.0:0.8.08.0.0.08.¢.840.¢.68000.0408:48 0¢84
$0.0.6.0.0.6.0.008080600060600006 8403846064

D O82.009.080040.069608080008800008008¢04904

KXKXAX XX AR KR KX XK XA KX XXX X AR XA KX KA KA AKX

b 08,8000 897 .08.0.0.600¢.0080608¢0.896¢.80808+8600]

P 9.8:0.0.4:6.6.0.0,0.0.8.6.9.8.6,66,08.06.006860.6¢8¢¢4¢0098494¢9]
P0.0.0.8.0:8:0.9.0.9.00.¢.8.:6.609.0009.¢90.886048.985808000894

0 9.0.0.0.60.08¢80900 660 8000800580880064.6480¢603088908¢
0.0.0.6.40.0000.0.0 4080008009804 08 ¢80 0080000 808¢80,04800800!
b0.0.0.0.0.0.0.0.0300.4606000 0008008404980 8068 8060869880908



I How to Read the DEMNA Ethernet Address

The DEMNA's default Ethernet address, which is also called the default
physical address (DPA), is stored in the DEMNA MAC address (ENET)
PROM. The DEMNA uses the DPA as its Ethernet address unless the
operating system assigns it a DECnet address.

L1 Systems with DECnet

If DECnet is running on your system, invoke the Network Control

Program (NCP) and use the following commands to display the DEMNA's
DPA.

$ MC NCP [RETURN]

NCP>TELL node SHOW KNOWN LINE CHARACTERISTICS

where node is the name of the Ethernet node at which the DEMNA
resides

The line characteristics of the selected node are displayed in a format
similar to the following

Known Line Volatile Characteristics as of 26-APR-1989 16:06:41
Line = MNA-O

Receive buffers = 6

Contryroller = normal

Protocel = Ethernet

Service timer = 4000

Hardware address = 08-20-2B-03-CD-F3
Device buffer size = 1498

The hardware address is the DEMNA’s DPA.

1.2 From the Console Monitor Program

When using the DEMNA console monitor program, you can read the
DEMNA DPA from the DEMNA ENET PROM as follows:

1 Examine address 20007000 to read the first four bytes of the DPA.
2 Examine address 20007004 to read the last two bytes of the DPA.



How to Read the DEMNA Ethernet Address

Example I-1 illustrates this procedure.

Example I-1 Examining the DEMNA DPA from the DEMNA Console Monitor
Program
>>>E 20007000 ! Read firast four bytes of DPA from
! ENET PROM.
20007000/ 092B00OS8
>>>E 20007004 ! Read last two bytes of DPA from
! ENET PROM.

20004004 0000F3CD

E—

The above Ethernet address bytes are transmitted in the following order
(left-to-right) over the network: 08-00-2B-09-CD-F3.

1.3 VAX 6000 System

If you are on a VAX 6000 system, use the SHOW ETHERNET conesole
command to display the DEMNA DPA as follows:

>>>SHOW ETHERNET
XMI:3 08-00-2B~-09-CD-F3

The command displays the XMI node number of the DEMNA and the
DEMNA DPA.

If the SHOW ETHERNET command cannot find the DEMNA, you can
read the DEMNA DPA by depositing and examining the DEMNA's XMI
Communications (XCOMM) Register as indicated below:

>>> D XCOMM _address FFFFFFFF
>>> E XCOMM_address
>>> D XCOMM address FFFFFFFE
>>> E XCOMM _address

where XCOMM _address is the address of the DEMNA's XCOMM Register.
The XCOMM Register is at address BB + 10, where address (BB) is the
base address of the DEMNA nodespace computed (in hex) as follows:

21800000 + (80000 * XMI_ID)
where XMI_ID is the DEMNA’s XMI node ID

-2



How to Read the DEMNA Ethernet Address

Example I-2 shows how to examine the DPA of a DEMNA at XMI node
3. The XDEV Register is examined first to confirm that the module being
examined is a DEMNA (device type = 0C03).

Example -2 Examining the DEMNA DPA on a VAX 6000

>>>B
P

>>>D
>>>E

>>>D
>>>E

21980000 ! Examine XDEV Register
21980000 06010C03
2198000 FFFFFFFF ' Deposit FFFFFFFF into XCOMM Register
21980010 ' Examine XCOMM Register to of .ain
! first four bytea of DPA
21980010 092B000O8
21980010 FFFFFFFE ! Deposit FFFFFFFE into XCOMM Register
21980010 ' Examine XCOMM Register to obtain
! laat two bytes of DPA
21980010 0000F3CD

The above Ethernet address bytes are transmitted in the following order
(left-to-right) over the network: 08-00-2B-09-CD-F3.

.4 VAX 9000 System

If you are on a VAX 9000 system, you can read the DEMNA DPA
by depositing and examining the XCOMM Register as described in
Section 1.3. The XCOMM Register is at address BB + 10, where address
(BB) is the base address of the DEMNA nodespace computed (in hex) as

follows:
20000000 + (XJA_ID * 800000) + (XMI_ID * 8000)
where:

XJA_ID is the XJA unit number

XMI_ID is the DEMNA’'s XMI node number

Example I-3 shows how to examine the DPA of a DEMNA at XMI node 4
through XJA number 2. The XDEV Register is examined first to confirm
that the module being examined is a DEMNA (device type = 0C03).



How to Read the DEMNA Ethernet Addreas

Example -3 Examining the DEMNA DPA on a VAX 9000

>>>E 21020000 ! Examine XDEV Register
P 21020000 06010C023
>>>D 21020010 FFFFFFFF ! Deposit FFFFFFFF into XCOMM Register
>>>E 21020010 Examine XCOMM Register to obtain
first four bytes of DPA
P 21020010 092B0008
>>>D 21020010 FFFFFFFF ! Deposit FFFFFFFE into XCOMM Register
>>>E 21020010 ! Examine XCOMM Register to obtain
last two bytes of DPA
P 21020010 0000F3CD
AR RS IR

The above Ethernet address bytes are transmitted in the following order
(left-to-right) over the network: 08-00-2B-09-CD-F3.

-4



D00.6.0.0.9.0,8.¢.8.6.0.8.0.096.085686¢¢80.00868406¢066066¢8¢810¢6:
D 0089000800 0.9.¢.80.00.¢60.656¢600808686988000988¢88808:
D0, 9/8.0.6.8.6.0,0.8.0.8.0.0.¢,06,80.860080888086800068000802¢60¢83
6.9.6..¢.8,6.9:0.8.0.80.9.0.96.¢40680968684¢8980004669629084

0 8.0.9,0.0.0:0.0.9.0.39.8.6.¢.000860686809.08¢04¢180896869,3

PO 0:0:0:0.0.0.8,6:909.0.80.¢098 8886008 ¢.0908898060¢]

PO 00880008808 0800000008606508090600009:

PO S0 00:9,6.8:0.8.6.9.0.9.¢06,0.80888.08090888079¢4

D6.0.0.0.4.0/0.8.¢.8.0.9. 8.8 ¢¢05¢.5.66¢8030.8680¢004
XEKRIOOOOOCODX IR AAURA KX XK AKX AKX KKK

0 $.9.8.4.6,0.8,0.8.6,8.0860899068¢359 89094
b10.8:9.019:8.4.8.6:9.0.8.0.06.¢.¢9.6.26800.99.8¢

[0, 803,080,048 ¢.9.¢.$8608688480809]

D $16.0.0.0.0.0.6.6.0098 888080808401

b 0.0.0.0.0.6.4.9.0,9.0.4.0 40090400080
HARNKAKXAUAKA KA KN KKKKK
0.0.0.314.0.¢.6.0.9.0.00000¢01
19.8.0.310.6.¢.8.0.6.6.4¢¢.¢ ¢4

$19.8.0.2/0.8,¢,9.¢.9.0,6.64 4

0.6.8.0.9.0.0.0.9.6,¢8.¢4

XAKUKKXXKXX

HXKAKKNKK

KUAXXKXK

XAXAX
XXX

X

X

XXX

XXXXX

XAXAAXX

KXXRXXXXX
10.9.6.9.¢.¢.¢.9,¢ .
b.0.9.6,9.0.9.4.06 042
XKKX KX XX XX KX KX
XXAX KU AKX XKXH AR KKK
KAKAKKEAAX XX XK XX KKX
HARKEAXK AKX AAARUXAKAX

0 0.3.0.0.09.08. 00008960088 4800
KAXXXARX XXX K XH KU XX RAXEXXX

P 00.0.0.890.08.0.80.84068080604000
$9.0.0.0.0.¢.0.8.¢.8.08 0808 ¢.¢.40804 0848
b0.6.0.0.0.0.0.6¢.00048000.90¢908084840008
10.9.0.9.0.0,0.¢6.0.0.848.0.0.09 0966680890400

b 0909 0.0.0.¢.6.0.00.¢.0.¢.800890¢000069984808
$0.9.9.9/¢.9.0.00.8¢0.00.0.509¢9¢96.0.006808¢84809
bi0.9.0.9.0.0.0.4.0.0.6.0,0802¢0000008600008¢809 0008
$0.0.00.40.080.9.0060.0800¢0089609848880¢08090¢8¢0

L 0.0:0.8.0.9.0.8.0,9:6,0.0.4.0:¢.6.8.00.09.0.0.09 6050088650948
19.0:9.0.0.8.0.9.0.0.0:0.0.0.6.40.9.0.099.¢.8.¢9¢9¢.86069086084800¢
6.919.0.90,8.¢.8.4.0.0.9.0.00.9605.80808.¢00008086408¢80808¢¢60
$6.0.0.0/0.0.02.0.0.0,880090.8000.8680.80000.00000.3588808¢80808
890,00 F6:0.¢.0.09.0.800.090.060.9.0.600.808088089048673008084¢008¢¢



index

802
SAP assignments « H-1
SNAP protocol 1D assignments « H-1
specification» 1-1

A

Actual Ethernet address+ 1-5
Altitude « A-1
APA

See Actual Ethernet address

B

BIlC
GPRs+ B~
Bus Error Register « B-6

C

e e

Cabinet kits» 1-8

Cables» 1-7,1-8
installation » 2-5
internal Ethernet+ 2-16
physical console » 2-19
pigtail connector+ 2-5, 2-16
transceiver ¢« 2—-19

Card cage, XMl 2-5

CDAL bus« 1-5

CVAX e+ 1-3

CVAX BRAM-+ 1.3

D

DEBET« 2-5

DEC LANcontroller 400
See DEMNA

DECnet Address + C—1

DECOM . 2-5

Default physical address « 1-5, -1
DELNI- 2-5
DEMNA
block diagram + 1-3
Ethernet interface *» 1-6
LANCE chip+ 1-6
SIA chip+ 1-6
firmware ¢ 11
logic overview = 1-3 to 1-7

icroprocessc* subsysteme 1--3 to 1-§

CVAX s 1-3

Diagnostic Register+ 1-5
EEPROM - 1-3
EPROM+ 15

MAC Adc. eos (ENETj PROM -

System Support Chip« 1-3
network boot operations+ 1--3
onboard diagnostics « 1-2

1-5

shared memory subsystems+ 1-§ to 1-6

bus con‘rol logic*» -5
DEMNA timeout logic » 1-5
DMA logic* 1-6
SRAM - 1-5
XM} interface * 1-6 to 1-7
gate array ¢« 1-7
XMI Corner » 1-7
XM! timeout logic » 1-7
DEMNA memory bus+ 1-5, 1-6
DEMPR: 2-5
DESTA- 2-5
Device codes for XMI modules * E—1
Device Register + 3-3, B3
Diagnostic Register + 1-5
Diagnostics
ROM-based ¢ 3-1
self-tests 3-1
DPA
See Default physical address

index-1



index

E

G

EEPROM » 1-3
flags» D-1
Enable Promiscuous Mode « D-1
Enable Remote Boot+ D-1
Enable Remote DEMNA Console « D-1
how to modify « D-1
EEPROM Update Utility = D—1
Environmental requirements » A-1
EPROM- 1-5
Ethernet
converting Ethernet address to DECnet
address* C—
cross-company multicast addresses « G-1
default physical address * -1
Digital's multicast addresses »+ G-1
Digital's physical addresses *+ G-2
other physical addresses *+ G—-2
protocol types * F-1
transceiver « 2-16
Ethernet interface + 1-6
basic functions+ 12
LANCE chip* 16
SlA chip+ 1-6
EVGDB
See EEPROM Update Utility

F

Failing Address Extension Register + B-28
Falling Address Register - B~25
Flags in EEPROM
Enable Promiscuous Mode « D-1
Enable Remote Boot+ D—1
Enable Remote DEMNA Console + D-1
how to modify « D-1

Index-2

GACSR

See Gate Array Control and Status Register
Gate array* 1-7
Gate Array Control and Status Register « B~-32

H

H4000 transceiver » 2-5, 2~-18
Hardware

installation « 2-1

removal « 2-22
Humidity = A~1

|EEE 802« 1-1
Instaliation« 2-1 to 2-22
in VAX 6000« 2-2 to 2-7
in VAX 9000« 2-7 to 2-14
precautions * 2-1
verification of DEMNA operation in network «
2-15
verification of hardware installation « 2-14

L

LANCE chips 1-6
MAC address ROM ¢ |~1

LeDs+ 1-8, 3-3

Local Area Network Controller for Ethernet chip
See LANCE chip

Loopback connector* 1-8

MAC Address (ENET) PROM« 1-5
Microprocessor subsystem+* 1-3 to 1-5
CVAX .+ 13
CVAX RAM+ 1-3
Diagnostic Register+ 1.-5
EEPROM -« 1-3
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Microprocessor subsystem (cont'd.)
EPROM - 1-5
MAC Address (ENET) PROM+» 1-5
System Support Chip+ 1-3

Module type « B-3

N

Network boot operations » 1-3

P

Pigtail connector « 2-5, 2-16
Pinouts
P1 connactor of internal cable for physical
console « 2-20
P1 connector of internal Ethernet cable -
2-17
P2 connector of internal cable for physical
console « 2-20, 2-21
P2 connector of internal Etherney cable «
218
Power-Up Diagnostic Register « 3-3, B~16
Promiscuous mode + D-1
Protocol 1IDs + H-1

R

Registers
Device »+ 2-3, B3
Power-Up Diagnostic + 3-3
Removal of DEMNA « 2-22
ROM-based diagnostics » 3-1

€

Seli-tests 3-1 to 3-5
how to rune 3-1

LEDs - 3-3
results s 3-3 to 3-5
in LEDs» 3-3

in Power-Up Diagnostic Register+ 3-3
interpreting * 3—4
running as an RBD « 3-2

Self-test (cont'd.)

tested components « 3-5
troubleshooting * 2-16
untested components and functions « 3-5
Shared memory subsystem+ 1-5 to 1-&
bus control logic+ 1-§
DEMNA timeout logic* 1-5
DMA logic s 1-5
SRAM: 1-5
SIA chip+ 1-6
SSC
See System Support Chip
STC bit, in XPUD Register » 3-3
System Support Chip+ 1-3

T

Temperature = A—-1
Troubleshooting, self-test and+ 2-16

A e« D

v

VAX/DS
See VAX Diagnostic Supervisor
VAX Diagnostic Supervisor > D-2
Verification of DEMNA operation in network -
2-15
Verification of hardware installation = 2-14

X

XBER
See Bus Error Register
XDEV
See Device Register
XFADR
See Failing Address Register
XFAER
See Failing Address Extension Register
XMl bus+ 1-1
XMl card cage « 2-5
XMl Corner» 1-7
XM Failing Address Extension Register « B—28
XM Failing Address Register + B-25
XMl interface* 1-6 to 1-7

index-3
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XMl interface (cont'd.)
gate array * 1-7
XMl Comer« 1-7
XMl timeout logic+ 1-7
XMl timeout logic» 1-7
APUD
See Power-Up Diagnostic Register
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